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ARCS addresses Key NASA Goals by exploring auroral processes at mesoscales.  These scales have consequences, not only for the ionosphere-thermosphere (IT) system but significantly for the global dynamics of the entire magnetosphere.  ARCS directly aligns with NASA Strategic Goals and Objectives and with NASA SMD’s strategic objectives to explore processes in the space environment active throughout the solar system and the universe. Specifically, ARCS’s focus is to fill key knowledge gaps of  “how the IT system responds to, and regulates magnetospheric forcing over... regional and local scales” (AIMI-1).

Plasma Flow (STA) Field Aligned Currents (MAG) Electron Density (eTOMS) Precipitation Energy (GBO)

The ARCS swarm produces  low-resource observations  for  system science enabling progress  toward the “Diversified and Distributed Sensor Deployment Strategy” envisioned in the NAS Decadal Appendix C [NRC, 2013] as a requirement for creating “system-wide understanding” based on data “integrated into distributed yet coordinated approaches  that create the best system-wide understanding.”

• Truly next generation mission using a swarm of 32 cubesats (red dots above) to explore the aurora at mesoscales• In-situ flows, currents, and 3D electron density measurements over a dedicated array of ground-based auroral imagers (green circles above) & dual frequency transmitters
• Multi-point data reconstructions feed modern 3D physics-based simulations to explore the auroral ionosphere as a system• Observing System Simulation Experiment (OSSE) with synthetic data generated by GEMINI model shown in reconstruction examples below

ARCS MISSION OVERVIEW:

ARCS SYNTHETIC DATA RECONSTRUCTIONS

ARCS Science Objectives:• SO-1: DISCOVER  Map the 2D mesoscale structure and temporal evolution of plasma �ows and currents in the auroral ionosphere.• SO-2: LINK Determine how these 2D maps of plasma �ows and currents self-consistently evolve in conjunction with auroral ionospheric density responses• SO-3: UNDERSTAND Determine the roles of the physical mechanisms regulating the relationships between the �ows, currents, auroral forms and precipitation in the auroral ionospheric system.
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AURORAL RECONSTRUCTION CUBESWARM

E. Science Implementation

•	 ARCS 32-satellite CubeSwarm with high-heritage 
identical instruments providing multi-point 

observations of the auroral ionosphere.

•	 Ground Based Observatory (GBO) at 32 sites in 
Alaska provide mesoscale imaging of the aurora.

•	 Novel approach using dual-frequency ground 
transmitters and eTOMS RF receivers enables 3D 

tomographic reconstruction of the e- density 

•	 Identical satellite configuration, high-heritage 
instruments, low complexity science operations 
(on/off) enables low risk CubeSwarm approach

ARCS leverages exciting new advances in small 
satellites, coupled with high heritage instruments, to 

explore the auroral ionosphere at mesoscales.

E.1 Level 1 Science Requirements and Level 2 
Project Requirements

The ARCS team have developed draft mission 
success criteria and Level 1 (L1) and Level 2 
(L2) science requirements. These requirements 
flow from the Science Traceability Matrix 
(STM). The L1 science requirements are shown 
in Table E-1 along with their flow-down from 
the ARCS Science Objectives (SO1, -2 and -3). 
Each Science Objective builds upon the previ-
ous objective. For example, SO1 requires s plas-
ma flow maps and field-aligned current maps 
(L1-SR-1, -2); SO2 builds upon SO1 by requir-
ing electron density 3d maps (L1-SR-3); SO3 
builds on SO2 requiring auroral image mosaics, 
electron average energy and energy flux maps 
(L1-SR-4, -5). All involve the ARCS modeling 
related L1 requirement (L1-SR-6). 

The flow-down to L2 measurement and in-
strument requirements are also shown in Table 
E-1.  These requirements are met by establish-
ing a 32-satellite formation that we call the 
“CubeSwarm” and a network of 32 Ground 
Based Observatories (GBO) (FO1-C, F). The 
ARCS in-situ instruments (FO1-F) include the 
STA (plasma flow maps), MAG (field aligned 
current maps) and eTOMS (electron density 
maps). These instruments are used to address 
L1-SR-1, -2 and -3. The GBOs house the mul-
tispectral auroral cameras that address L1-SR-4 
and -5, and the dual frequency ground transmit-
ters whose signals are received by eTOMS.

Key ARCS L2 mission requirements are pro-
vided in App L.22. The L2 requirements in-
clude mission, mission design, spacecraft (S/C) 
design, ground system, launch system, space 
segment instrument measurement and ground 
segment instrument measurement requirements.

L1 Science Requirements – Threshold Mis-
sion. The Baseline and Threshold mission were 
defined in §D.3. The Baseline mission launches 
32 satellites, requiring at least 24 satellites to si-
multaneously collect science data. The Thresh-
old science mission launches 24 satellites, 
requiring that at least 16 satellites to simultane-
ously collect science data. There are no changes 
in the instrumentation between the Baseline and 

Threshold missions. The result of fewer satel-
lites in the CubeSwarm results in lower time 
resolution of the Level-1 requirements (STA and 
MAG) and a larger uncertainty for eTOMS. See 
Table E-1, representing the L1 Science Require-
ments for the Threshold mission. The Threshold 
mission will include the same 8 planes of satel-
lites as the Baseline mission. The difference is 
that there will be at least 2 operating satellites 
per plane versus at least 3 operating satellites 
per plane in the Baseline mission. There are no 
changes to the GBO between the Baseline and 
the Threshold mission.

The reduction in satellites from the Baseline to 
Threshold mission results in less frequent map 
updates due to a larger gap between the leading 
and trailing satellites. For eTOMS (L1-SR-3), 
the reduction in satellites results in an increase 
in error of the electron density from 1x1011 e-/m3 

to 2x1011e-/m3, an increase due to the decrease 
in the number of ray paths used in the inversion 
(§E.3.3 for a discussion of error).

E.1.2 Mission Success Criteria
The draft mission success criteria are based 

on the Threshold science requirements. The 
Mission Success Criteria, shown below, result 
in closure of all ARCS SOs (Table D-1 and 
§D.2.3). 



AURORAL RECONSTRUCTION CUBESWARM

Table E-1: Flowdown from STM Science Objectives to L1 and L2 Requirements.

Science Objectives Level 1 Science Requirements for Baseline Mission  (Threshold 
Mission) 

Level 2 Measurement Require-
ments

L2 Instrument Requirements

SO1 
Map the 2D mesoscale 
structure and temporal 
evolution of plasma 
flows and currents in 
the auroral ionosphere

L1.SR-1 Plasma Flow Maps:  
ARCS shall produce maps of the plasma flow at a rate of at least one map every 
18s (36s) with an uncertainty lower than 300 m/s, a latitude resolution of at 
least 2 km, and an average longitude resolution of 150 km in the pre-magnetic 
midnight sector auroral zone, as a moving mosaic along the S/C orbit to resolve 
along-track gradients with a scale size of at least 500m.

L2-MSR-1 ARCS shall measure the 
plasma flow with an uncertainty lower 
than 300 m/s every 50 ms. (at each of 
the 32 satellite locations)

L2-I1 The STA instrument shall measure the ion 
distribution function at energies from 1-20 eV 
(better than 12% energy resolution) and over 
a 100 x 100° field of view centered on the ram 
direction. 

L1.SR-2 Field Aligned Current Maps: 
ARCS shall produce maps of the field aligned current density at a rate of at 
least one map every 18s (36s) with a resolution of at least 1 µA/m2, a latitude 
resolution of at least 2 km, and an average longitude resolution of 150 km in the 
pre-magnetic midnight sector auroral zone, as a moving mosaic along the S/C 
orbit to resolve along-track gradients with a scale size of at least 500m.

L2.MSR-2 ARCS shall measure the 
magnetic field with an accuracy of at 
least 30 nT every 50 ms. (at each off the 
32 satellite locations)

L2-I2 The three-axis fluxgate magnetometer 
(MAG) instrument shall measure the vector 
magnetic field with a resolutoin of at least 2 nT 
over the range from -50000 to +50000 nT.

SO2 
Determine how these 
2D maps of plasma 
flows and currents 
self-consistently evolve 
in conjunction with 
auroral ionospheric 
density responses

L1.SR-1, L1.SR-2 and  

L1.SR-3 Electron Density Maps: 
ARCS shall produce volumetric (3D) maps of electron densities every 60s from 
90-540 km with a spatial resolution between 10-40 km in altitude, 1° in latitude 
and 2° in longitude in the pre-magnetic midnight sector auroral zone over the 
GBO array, as a moving mosaic along the S/C overpass. The E-region density 
uncertainty, associated with auroral precipitation, shall be less than 1x1011 e-/
m^3 (2x1011 e-/m3).

L2-MSR-3: Electron Density: ARCS shall 
measure relative TEC to an accuracy of 
0.02 TECU or better at a rate of at least 
1 Hz

L2-I3: Electron Density: The eTOMS instrument 
shall simultaneously measure the amplitude and 
phase of UHF (400-500 MHz) and S-Band (2025-
2120 MHz) signals up to 9 different ARCS GBO 
ground transmitters at a rate of at least 50 Hz.

L2R-MSR-4: Scintillations: The ARCS 
project shall measure the scintillation 
rate of UHF (400-500 MHz) and S-Band 
(2025-2120 MHz) signals at a rate of at 
least 50 Hz

L2-I4: Scintillations: The eTOMS instrument shall 
measure the scintillation rate of UHF (400-500 
MHz) and S-Band (2025-2120 MHz) signals at a 
rate of at least 50 Hz from up to 9 different ARCS 
GBO ground transmitters at a rate of at least 50 
Hz

SO3 
Determine the roles of 
the physical mecha-
nisms regulating the 
relationships between 
the flows, currents, pre-
cipitation and auroral 
forms in the auroral 
ionospheric system

L1.SR-1, L1.SR-2, L1.SR-3 and  

L1.SR-4 Auroral Image Mosaics:  
ARCS shall acquire auroral imagery during S/C overpasses at wavelengths of 
427.8 nm, 557.7 nm, 630.0 nm and 844.6 nm at an image cadence of at least 8 
Hz for 427.8 nm, 557.7 nm and 844.6 nm, and at least 0.5 Hz for 630 nm in the 
pre-magnetic midnight sector auroral zone, with at least 75% coverage from 
62-72° magnetic latitude across Alaskan longitudes.

L2-MSR-5 Auroral Image Mosaics, 
Average Energy and Energy Flux Maps: 
The ARCS Project shall acquire auroral 
imagery in 3 bands (427.8, 557.7 and 
844.6 nm) at 8 Hz and one band (630.0 
nm) at 0.5 Hz across the 32 GBO sites 
distributed across Alaska covering 62 to 
72° magnetic latitude (75% coverage).

L2-I5 Auroral Image Mosaics: The GBO auroral 
imagers shall acquire auroral imagery in 3 bands 
(427.8, 557.7 and 844.6 nm) with a sensitivity of 
250 Rayleigh and one band (630.0 nm) with a 
sensitivity of 50 Rayleigh.L1.SR-5 Electron Average Energy and Energy Flux Maps:  

ARCS shall produce maps during S/C overpasses at a rate of at least 0.5 Hz of 
average energy from 1 to 20 keV and total energy flux from 5 to 500 mW/m2 in 
the pre-magnetic midnight sector auroral zone.  

SO1 to SO3

L1.SR-6 Data Assimilation, Modelling and Data Reconstruction: 
ARCS shall ingest Level 1 science products (L1-SR-1 to -5) into the ARCS model-
ing framework (FrAMBOISE) and produce model outputs, producing a system 
view of the auroral ionosphere using the physics based models to address the 
ARCS science objectives.

L2-MSR-1 to -5 L2-I1 to I5



E-3

Notice: Use or disclosure of the proprietary and competition sensitive material on this page is subject to the 
proposal title page restriction.

AURORAL RECONSTRUCTION CUBESWARM

Draft Mission Success Criteria. ARCS is the 
first CubeSwarm multi-point investigation of 
the aurora at multi-scales, launching 24 or more 
satellites, resulting in at least 16 satellites that 
acquire simultaneous multi-point observations 
to decode the relationship between the visible 
aurora and distributed currents and flow fields, 
to unlock critical physics of the auroral iono-
sphere at mesoscales, those scales associated 
with discrete auroral arcs. Mesoscales will be 
investigated by producing the products below 
over an area of 500 km in latitude and 900 km 
in longitude in the pre-magnetic midnight sec-
tor. To achieve this ARCS shall:

•	 Produce time-dependent moving-mosaic 
maps of the plasma flow at mesoscale reso-
lutions.

•	 Produce time-dependent moving-mosaic 
maps of field aligned current density at me-
soscale resolutions.

•	 Produce time-dependent moving-mosaic 
3-dimensional electron density profiles at 
mesoscale resolutions.

•	 Acquire time-dependent multi-spectral au-
roral imagery.

•	 Produce time-dependent maps of electron 
average energy and energy flux.

Acquire simultaneous observations of at least 
1000 science passes in the pre-magnetic mid-
night sector auroral zone. The distribution of 
science crossings shall include 30% of crossings 
with eTOMS data (SO2) and 15% of crossings 
with GBO auroral imaging data (SO3). These 
science crossings will provide the data neces-
sary to provide science closure (§D.6) by ad-
dressing key science investigations associated 
with each SO (Table D-2).

E.2 Science Mission Profile
The ARCS science mission profile is focused 

on the pre-magnetic midnight sector auroral 
zone with simultaneous multi-point in-situ sat-
ellite observations and the Alaskan dense net-
work of ARCS-specific GBOs. The specific 
ARCS SOs allows us focus on the science data 
collection on 3 daily 12-minute long science 
passes (Fig. E-1). 

E.2.1 Orbit Design and GBO Site Locations 
Orbit. The ARCS L1 science requirements 

(Table E-1: L1-SR-3, -4 and -5) flow down to 

the L2 requirement (App. L.22) to center the 
magnetic field line projection of CubeSwarm 
on the center of the multi-site GBO array in 
Alaska. This allows simultaneous observations 
of the in-situ sensors with ground based auroral 
imagery from the GBO array. This relationship 
between the CubeSwarm and the GBO array 
leads to the selection of a repeating ground track 
orbit, designed to “fly-over” nightside Alaska 
once per day at 1000 UT which corresponds to 
2230 Magnetic Local Time (MLT) over Alaska. 

The ARCS orbit is a ground track repeat orbit 
that centers the CubeSwarm array over Alaska 
and the GBO array at 1000 UT +/- 2 minutes 
every day. The ascending node on the dark side 
of the earth is chosen for thermal stability of 
the satellites, which will go into eclipse in the 
southern hemisphere rather than just before the 
northern hemisphere science passes. The orbit 
that achieves this daily ground repeat is a cir-
cular sun sync orbit (FO1-F). The orbit repeat 
accuracy ensures that the CubeSwarm is over 
the center of GBO array once per day FO1-C.

Ground Sites. An integral part of the ARCS 
mission is the use of GBO auroral imagers to 
remotely sense the visible aurora and house 
dual-band RF transmitters whose signals are ac-
quired by the eTOMS instrument for the tomo-
graphic reconstruction of the ionosphere. ARCS 
will fabricate, deploy and operate 32 of these 
GBO sites at locations spread across Alaska, as 
shown in FO1-C and described in §E.3.4. The 
GBO auroral camera observations require dark-
ness at the site. Figure E-2 shows the days of 
the year as a function of GBO site latitude when 
auroral viewing is possible.

Figure E-1. ARCS CubeSwarm 3-daily science observations.

Figure E-1. ARCS 3-daily science observations.



AURORAL 
RECONSTRUCTION 
CUBESWARM

STA: Sweeping Thermal Analyzer

eTOMS: electron-density TOMography Scintillation

GBO: Ground Based Observatory

STA Side View

Specifications:
Type: Electrostatic 
Analyzer (ESA)
Species: Ions

2GF– Ions: 3.2E-5 cm -
ster-dE/E (for 100° )

2Pixel GF: 1.0E-6 cm -ster-
dE/E (for 3°)
Time Resolution: 30 ms 

Energy Range: 0.7-20 eV
Number of energy steps: 32 
dE/E: 0.08 (FWHM)
Angular resolution: 3°
Field of View: 100° x 4° 
(2 Heads Off set by 90°)
Op Temps: -20˚C to +40˚C
Surv Temps: -30˚C to +50˚C

Accommodation:
Sensor Heads: 2
Vol: 65 x 65 x 70 mm (each Head)
Orientation: Ram Facing (± 1° )
Mass: 0.70kg
Power: 0.12W
Data Rate: 768 kbps

Receiver

Single Board SDR

Specifications:
Type: Software Defi ned Radio
RF Inputs: 2 (UHF and S-Band)
Tracking Channels: 18
Sensitivity: -139 dBm (tracking)
Sensitivity: -129 dBm (science)
Relative TEC Accuracy <= 0.02 
TECU
Absolute TEC Accuracy <= 0.1 TECU
Scintillation: 10˚ (Phase), 1dB (Amp)
Output: 32 Bits per channel
Sample Rate: 50 Hz

Operating: -35ºC to +50ºC
Surv Temps: -40ºC to +85ºC

ARCS-002

Science ImplementationAURORAL 
RECONSTRUCTION 
CUBESWARM

FO1

Accommodation:
Vol: 8.2 x 8.2 x 1 cm (Antenna)
Vol: 10.2 x 15.7 x 2.3 cm (Elect)
Mass: 160g (Antenna & Cable) 
Mass: 600 g w/housing 
Power: 2.0 W
Data Rate: 115.2 kbps (HK: 2 kbps)

A

D

C

STA Top View

2.5cm

GBO Camera/Item Specification FOV Sites
Camera - BLC 427.8 nm 120º 32
Camera - 8LC 557.7 nm 120º 32
Camera - GLC 844.6 nm 120º 32
Camera - RLC 630.0 nm 140º 32

eTOMS Transmitters 400-470, 2025-2120 MHz N/A 24

STudent collaboration Auroral Radio Experiment (STARE) 0.1 – 5 MHz N/A 2+

Orbit:
Repeat Ground 

Track over Alaska at 
10 UT, Circular, 

Sun Sync, Altitude: 
561 km, Inclination: 

97.6° 

32 satellites in 8 Planes 
32 GBOs

MAG: Magnetometer

Accommodation:
Vol: 25 x 25 x 40 mm (Sensor)
Vol: 110 x 110 x 25 mm (Elect)
Mass: 60 g (Sensor), 220 g (Boom) 
300 g (Elect) and 30g (Cable)
Boom Length: 30 cm
Power: 1.2 W
Data Rate: 6.912 kbps (Science Pass)
Data Rate: 0.432 kbps (Background)

Specifications:
Type: 3-Axis Fluxgate Magnetometer
A/D: Digital Nulling Feedback
A/D: 24-bit (internal), 18-bit (output)
Range: ± 65,000 nT (Full Scale)
Resolution: 0.5 nT
Intrinsic Noise: <10 pT/√Hz @ 1 Hz 
Accuracy: 0.1%
Non-Linearity: <6E-4
Output: 54 Bits/sample
Sample Rate: 128 Hz (Science Pass)
Software: None
Op Temps: -35˚C to +55˚C
Surv Temps: -40˚C to +60˚C

MAG Electronics

B

C
on

n
ec

to
r 

to
 IC

EB
ox

Filter
(passive)

Voltage 
Regulator

Logic 
Buffer

MFA-3

Voltage 
Reference

1V2

1.8V

Filter
(passive)

Excita�on 
Driver Switch

+ Passives8V

Passives 
for Temp 

Circuit

Passives 
for FB

(X, Y, Z)

Passives 
for LNA
(X, Y, Z)

SENSE-X

SENSE-Y

SENSE-Z

FB-X

FB-Y

FB-Z

F0

TM/TC

3.3V

10V

MFA-4

3 x Forward Path w/16-bit ADC
3 x Feedback Path w/20-bit DAC

Housekeeping Channel

Voltage 
Regulator 

(TBC)

proASIC FPGA

Controller
Digital Interface

Decimation Filter
Test Signal Genera�on

CMD

TLM

3.3V

MAG Sensor Head

Antenna

GBO

Satellite Planes

CubeSats

ARCS Instrument Accommodation: 6U CubeSatsF

Orbit: Circular: 561km, 97.6 Inclination, Sun Sync, 
Repeat Ground Track at 10 UT Over Alaska

Solar Panels x 4
1 side tilted for

Star Tracker FOV

3
Nano R  Thruster

Standard BCT
6U CubeSat Frame
1/Cut out for MAG

MAG Sensor 
& Boom

MAG/ICE/eTOMS
Electronics 
Box Stack

Sun Sensors & 
GPS Antenna

(on Zenith Surface)

XB 1 Avionics

eTOMS Patch
Antenna

StarTracker

STA Cross-Track
Horizontal 

w/100° FOV

RFPatch
Antenna

STA Cross-Track
Vertical

w/100° FOV

RAM

NADIR

ICE: Instrument Control ElectronicsE

ICE Function:
- Instrument
  Control
- Instrument
  Command &
  Data Handling
- Power Supply
- STA Electronics
  & High Voltage

ICE Mechanical Layout  
STA HV & I/F Connectors 

ICE 
Accommodation:
Vol: 9 x 13 x 5 cm
Mass: 1.8 kg
Power: 5.1 W
Op Temps: 
-20 to +40°C
Surv Temps: 
-30 to +50°C

GBO Specifications
Cameras: 32 Sites
eTOMS Transmitters 
24 Sites

Legend

GBO 80º FOV
GBO 120º FOV
Satellite Planes
CubeSats
eTOM Transmitters

Antenna
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E.2.2 CubeSwarm Configuration and Accuracy
The driver of the ARCS CubeSwarm con-

figuration is based on the objective to focus 
on mesoscale auroral features. Flow down 
from the ARCS SOs and the rationale for the 
CubeSwarm is addressed in §D.  The resulting 
requirement (App. L.22) is for 8 planes of satel-
lites with 4 satellites per plane (Fig. E-1). The 
outer two planes (1 and 8) are separated from 
the neighboring planes by 300 km in longitude 
(all distances are at values at the latitude of cen-
tral Alaska). The inner planes (2 to 7) are sepa-
rated by 47 km in longitude in order to resolve 
mesoscale auroral features. The outer planes 
are at a larger separation to provide context and 
capture auroral features that span up to 900 km 
in longitude (§D.2.1). Each “row” of satellites 
trails the leading satellite by 18s and spans 900 
km in longitude over Alaska.

The navigation accuracy of the entire 
CubeSwarm is governed by the requirement for  
the satellites’ position mapped along the mag-
netic field line to an altitude of 110 km to pass 
over the most dense portion of the Alaskan GBO 
array at the same time every day. The resulting 
accuracy requirements of the CubeSwarm are 
presented in App. L.22.7.1 and Figure L.22.3 
The engineering implementation of this control 
box is discussed in §F.2.6.1.

E.2.3 ARCS Operation Modes
The ARCS mission has four major operation-

al modes, excluding commissioning and safe-
modes. These four modes are Science Mode 
(SM), Data Downlink Mode (DDM), Formation 
Maintenance Mode (FMM) and Background 
Mode (BM). Engineering implementation of 
these modes is discussed in §F.

E.2.3.1 Science Modes
ARCS SM occurs 3 times per day, with each 

science mode observation lasting for 12 min-
utes. All 32 satellites will participate in a sci-
ence mode and have identical configurations. 
All satellites transition to SM at the same time. 
The STA and MAG instruments are turned on 
during all Science Passes. The eTOMS instru-
ment is turned on during all passes over Alaska. 
The GBOs operate during all passes over Alas-
ka when there is favorable lighting regardless of 
cloud cover (Fig E-2). The exact dates of favor-
able lighting conditions is a function of latitude 
(Fig. E-2). 

The ARCS instrument settings in SM are very 
straightforward (§E.3.1.3, §E.3.2.3, §E.3.3.3 
and §E.3.4.3). In SM, MAG will be command-
ed to a high sampling rate (128 Hz) mode and 
will remain in a low-data-rate (8 Hz) collection 
mode in all other modes (BM, DDM, FMM). 
The MAG requires magnetic cleanliness and 
therefore the torquer rods are turned off during 
SM and are off 1s of every 10 in BM. (§F.2.2).

The duration of each science pass is 12 mins 
(1/8 of an orbit), starting at 45°N and ending at 
82.4°N  (the highest latitude of our 97.6° incli-
nation orbit.). The SM is the only mode where 
science-based attitude requirements are placed 
on the satellite. In SM, science requires the S/C 
attitude control system to align the STA in ram 
to ±1° and eTOMS  in nadir to ± 3°.

E.2.3.2 Data Downlink Mode
ARCS science data are transmitted to the 

ground in DDM. The objective of DDM is to 
send science data from 3 science passes to the 
ground every day. The telemetry system, ground 
receivers, link margins and downlink plans are 
described in §F.2.6.1.

E.2.3.3 CubeSwarm Formation Maintenance 
Mode

ARCS FMM is the mode used to maintain the 
position of each satellite in its required control 
box. The ion propulsion system will be off dur-

Figure E-2. Seasonal sunlight plot for Alaska

Figure E-2. Seasonal sunlight plot for Alaska 
at 1000 UTC (vertical markers corresponding 
to Bettles GBO site). Green/blue represent days 
where lighting is favorable for GBO operations 
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ing SM. FMM will also be used for conjunction 
mitigation maneuvers (§F.2.2).

E.2.3.4 Background Mode
ARCS BM is the mode outside of the SM, 

DDM and FMM windows.  Science data is not 
collected in this mode, except for the magnetom-
eter, which collects data continuously through-
out the mission needed to support background 
magnetic field removal from the data collected 
during Science Mode. The torquer rods operate 
during BM to maintain attitude.  However, they 
are turned off one out of every 10 s to provide 
clean data at 10 s intervals throughout the orbit.

E.2.3.5 Science Mission Timelines
The ARCS science data collection occurs dur-

ing 12-minute-long science passes three times 
per day that provide coverage of the pre-mid-
night sector auroral ionosphere from approxi-
mately 45–90°N latitude. The GBO eTOMS 
transmitters are operated once per day, year-
round and the GBO auroral cameras operate 
once per day from mid-September to mid-April, 
when there is darkness at the GBO sites (Fig. 
E-2). 

GBO eTOMS transmitter science operations 
are identical at each of the 24 GBO stations that 
have eTOMS transmitters. The eTOMS trans-
mitters are turned on 15 minutes before the 
ARCS science pass and turned off 5 minutes 
after the pass ends. 

 GBO auroral camera science operations are 
identical at each of the 32 GBO stations. Cam-
eras operate from dusk to dawn in a survey 
mode (1 frame/s) and and operate in Burst mode 
(15 frames/s) for 15 mins centered on the ARCS 
science pass, then return to Survey mode at the 
end of the 15 mins.

The ARCS science instrument operations are 
required to be simultaneous and identical across 
the 32 satellites greatly simplifying the ground 
processing and cross comparison of data. The 
full sequence of science instrument events and 
GBO events are shown for each of the 3 Ob-
serving Scenarios (Table E-2). In general, the 
instruments are turned on prior to the science 
crossing to warm up and in some cases to en-
ter into a high-data-rate mode (MAG and GBO 
ground based cameras). MAG data are saved at 
high rate in SM and averaged by the ICE to 8 
samples/s in all other modes.

E.2.4  Science Operations Planning
The ARCS science planning is very straight-

forward. One science pass occurs over Alaska at 
the same time every day (Scen2 or -3 observa-
tions). The other two science passes occur out-
side of the Alaskan sector. The primary science 
operations planning task is to determine the time 
of the two non-Alaskan science passes (defined 
as Scen1, (§D.2.2)). The Baseline is that these 
two Scen1 observations will occur over western 
and eastern Canada (Fig E-1). However, other 
longitudes, such as in Scandinavia, will be con-
sidered (§D.2.2).

The ARCS CubeSwarm STA and MAG in-
struments only have one mode. The eTOMS is 
able to upload commands that specify which 
ground transmitters a given satellite receiver 
will acquire. eTOMS simultaneously acquires 9 
dual frequency transmitters (§E.3.3). The GBO 
eTOMS transmitter sites are selected via upload 
commands and modified as needed to optimize 
science return.(§E.3.3.6). 

The Science Operations Center (SOC) con-
ducts science operations planning and per-
forms initial science data ingest and processing 
(§F.2.7.9). This science planning function is 

Table E-2:  Sequence of Events in Science Mode

System-State

Science Pass

Scen1 Scen2 Scen3

Not Alaska Over Alaska Over Alaska

All Seasons Apr to 
Sept*

Sept to 
April*

GBO Survey Mode N/A N/A Dusk Local

GBO Burst Mode N/A N/A 0945 UT

eTOMS Tx On N/A 0945 UT 0945 UT

eTOMS Rx On Warm 
up

N/A 0945 UT 0945 UT

STA Power & HV On T-10 Min 0950 UT 0950 UT

Torquers Disabled T-8 Min 0952 UT 0952 UT

Science Pass begins T-6 Min 0954 UT 0954 UT

Center of Science 
Pass

T-0 Min 1000 UT 1000 UT

Science Pass ends T+6 Min 1006 UT 1006 UT

Torquers Enabled T+8 Min 1008 UT 1008 UT

STA HV & Power Off T+9 Min 1009 UT 1009 UT

eTOMS RX Off N/A 1010 UT 1010 UT

GBO Survey Mode N/A N/A 1011 UT

eTOMS Tx Off N/A 1016 UT 1016 UT

GBO Off N/A N/A Dawn Local

 * See Figure E-2 for dates and lighting conditions at GBO Sites
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relatively simple compared to a typical mission, 
since the operations are identical for every SM 
pass. The data processing however is somewhat 
more involved to support inter-calibration and 
higher level product generation. Hence the SOC 
functions relating to sensor calibration and data 
processing will be more complex than in single 
satellite missions. Detailed SOC data plans are 
discussed in §E.5. and the draft data manage-
ment plan is provided in App. L.5.

E.3 Instrumentation
E.3.1 Sweeping Thermal Analyzer (STA)

Because the plasma flow perpendicular to the 
magnetic field is given by ExB/B2 convection in 
the upper F-region, the flow measurement com-
bined with the magnetic field is used to deter-
mine the convection electric field [Knudsen et 
al., 2017; Lomidze et al., 2019]. The STA (FO1-
A) measures the flow velocity of the thermal 
plasma to map the two-dimensional mesoscale 
structure and temporal evolution of plasma 
flows in the auroral ionosphere contributing to 
all three SOs and L1 requirement L1.SR-1.

E.3.1.1 STA Requirements
STA performance requirements flow down 

from L2 requirements SR-4. The STA measures 
the flow velocity of the thermal plasma for ve-
locities up to 3 km/s in 3D with resolution bet-
ter than 300 m/s. At 561 km altitude, the ram 
velocity of the S/C is ~8 km/s, which is larger 
than the plasma flow. Thus the flow in the S/C 
frame is dominated by the ram velocity, so a 
FOV in the ram direction is required to mea-
sure the full distribution. To accommodate the 
expected velocities of the plasma, the field of 
view must extend 50° from the ram direction 
in both the horizontal cross-track and vertical 
directions. The ionospheric ions at this altitude 
are predominantly O+, so the main peaks used 
to determine the velocity are from O+. The in-
strument must be able to determine the veloc-
ity for densities from ~109 to 1011 /m3, ion tem-
peratures from 0.1 to 0.4 eV. At a velocity of 8 
km/s, this corresponds to an energy flux range 
of 1x109 to 5x1012 ev/cm2-s-sr-ev. To determine 
the velocities under these conditions requires 
measuring the ion distributions from 1-20 eV 
with better than 12% energy resolution. To de-
termine the cross-track velocity, the peak direc-
tion must be determined to <0.5°. This requires 

angular binning of < 5°. The peak is determined 
from fitting the angular distribution to a gauss-
ian.  The full-width at half-max of the angular 
distribution ranges from 13° at T=0.1 eV to 
25° at T=0.4 eV.  To fit the gaussian requires 
at least three data points spanning the distribu-
tion and sufficient counts in those data points to 
reduce the statistical error.  Our analysis finds 
that 5°bins meet these constraints even in low 
density and temperature cases. To measure spa-
tial structuring across auroral arc boundaries, 
the measurements along each S/C trajectory 
must be made at ~30 samples per second, corre-
sponding to a spatial resolution of ~0.3 km. The 
requirements and performance characteristics 
are summarized in Table E-3. The performance 
characteristics are demonstrated in §E.3.1.2.5.

E.3.1.2 STA Instrument Design
STA Sensor. The STA on each S/C consists 

of two top-cap electrostatic analyzer (ESA) sen-
sors packaged with their front-end electronics. 
The sensors are mounted with their entrance ap-
ertures rotated by 90°; one instrument measures 
the horizontal cross-track and along-track flow 
relative to the ram while the other measures the 
vertical and along-track flow. Each analyzer is a 
standard top-hat analyzer [Carlson et al., 1982] 
using a toroidal geometry [Young et al, 1988]. 
Figure E-3 shows sample particle trajectories 
through one sensor to illustrate the concept. As 
shown in Figure E-3a when a voltage is placed 
between the inner and outer hemispheres, the 
analyzer selects ions that fall within a narrow 
energy per charge and angular range. Figures 
E-3b and 3c show how parallel trajectories in 
the plane of the entrance aperture are focused 
at the exit of the analyzer so the position mea-
sured at the microchannel plate (MCP) detector 

Table E-3: STA Performance Characteristics

Parameter Requirement Performance

Plasma Flow Range +/- 2000 m/s +/- 3000 m/s

Plasma Flow Resolution 300 m/s 13-300 m/s 
(Condition dependent)

Measurement Cadence 50 ms 33 ms

Energy Range 1-20 eV 0.7-20 eV

Energy Resolution 12% 10%

FOV (one sensor) 100° by <6° 100° by 4.5°

Angular binning < 5° 3°

Flux range 
(ev/cm2-s-sr-eV)

1x109-5x1012 5x108-5x1012 

 (using gate)
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indicates the incoming direction.  By stepping 
through a range of voltages across the analyzer, 
both the energy and the direction of the ions in 
one plane are determined. The second analyzer 
will measure energy and the direction in the or-
thogonal plane. While the basic geometry would 
allow a full 360° field of view, the entrance is 
restricted to 100°, centered on the RAM direc-
tion. The maximum expected deviation of the 
peak from the ram direction is 20°, but the full 
distribution can extend out to ~50° for higher 
temperatures. For cases in which there is both 
a strong horizontal and vertical flow, the veloc-
ity peak can fall outside the FOV. However, 
enough of the distribution still falls within the 
FOV to determine the velocity.

At the exit to the analyzer is a deflector (la-
beled “gate” in Fig. E-3) used to reduce the rate 
and increase the dynamic range of the instru-
ment, as described below. Below the gate are 
a pair of MCP detectors in a chevron configu-
ration, followed by a resistive anode, used for 
making position measurements. 

A cross-section of the instrument from the 
CAD model is shown in FO1-A. The external 
grounded surfaces are curved, as in SWARM-
TII [Knudsen et al., 2017] to minimize potential 
variations near the aperture. The entrance aper-
tures are covered with grounded grids to limit 
stray fields as well as to optimize the geometric 
factor. 

STA Electronics & Data Processing. A block 
diagram indicating each subsystem and the 
electrical interfaces is shown on FO1-A. The 
sensor electronics consist of preamps at each 
end of the resistive anode and a chopper circuit 
for the gate. When activated, the gate voltage is 
modulated by the chopper circuit at 500 kHz. 

The preamp outputs from the two ends of the 
resistive anode are sent to the FPGA-based con-
troller board located in the Instrument Control 
Electronics (ICE) (§E.3.1.5). The ICE also con-

tains the STA HV power supply for the MCP 
(0-2.2 kV) and the low voltage converter.

The Controller Board generates the analyzer 
voltage steps and detector biases, calculates the 
particle position from the pre-amp signals, and 
accumulates the counts in 32 positions for each 
energy step. It also monitors the total count rate 
to activate the gate. The analyzer steps through 
32 energies 30 times per second, so each step 
is accumulated for 1.04 ms. The stepping se-
quence is synched to the GPS 1 Pulse Per Sec-
ond (PPS) so all the instruments on all S/C step 
together.  The total data from each sensor (two 
per S/C) consists of the 32x32 12-bit energy-an-
gle arrays and a 16-bit array of total count-rate 
for each energy. This data is generated 30 times 
per second, for a total bit rate of 768 kbits/s per 
S/C. Data other than housekeeping is only gen-
erated in science mode.

STA Heritage and TRL. UNH has significant 
experience in designing and building instru-
ments that use an ESA entrance system for en-
ergy selection followed by MCPs for detectors. 
Heritage derives from the ion and electron top-
cap ESA instruments developed for rocket mis-
sions as well as the ion composition instruments 
for Cluster, STEREO, and Solar-orbiter, and the 
Electron Drift Instrument for Cluster and MMS. 
The STA sensor design is based on the HEEPS-
thermal instrument. This instrument was de-
signed at UNH for the SERSIO mission, and 
versions of the instrument, built at either UNH 
or Dartmouth, have flown on SERSIO, Scifer-2 
and MICA [Fernandes et al., 2016, Fisher et al., 
2016], RENU and RENU2 [Harrington, 2017, 
Lessard, 2019] sounding rockets.

The STA is at TRL 6, except for the gate. 
While the gating design is straightforward, it is 
a new addition to a standard instrument design. 
The gate design has been simulated and a pro-
totype circuit has been built and tested during 
Phase A. The development to bring the design 

a) b) c)

gate
MCP

gate
MCP

Figure E-3. Example particle trajectories in STA.

Figure E-3.  Example particle trajectories in STA.
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to TRL 6 is described in §F.4.
STA Environmental Effects. The MCPs are 

susceptible to hydrocarbon deposition, particu-
lates and humidity. Therefore, the instrument 
will have red-tag removed before flight covers 
and once on orbit, will be given a chance to out-
gas before it is turned on. In flight, the thrust-
ers are directed away from the instrument. The 
thrusters will not be fired when the instrument 
is operated during science mode.

STA is not highly sensitive to S/C magnetic 
fields or to EMI. All exterior apertures of STA, 
and the CubeSat are covered by grounded grids 
or surfaces for stray field suppression and pay-
load potential control.

The STA electronics is designed for the ex-
pected radiation dose of 9.1 kRads. Energetic 
radiation belt particles will penetrate the in-
strument and cause background counts on the 
MCP. Because penetrating radiation causes an 
isotropic and energy independent background, 
and our signal is highly peaked in both energy 
and angle, STA can tolerate a significant back-
ground rate. A uniform background rate a fac-
tor of 100 below the peak rate would still allow 
the peak shape to be determined.  Large back-
ground rates in the region of interest will be 
uncommon. The auroral arcs are at higher lati-
tudes than the radiation belts most of the time. 
Contamination in the lower latitude portion of 
the Science region can be tolerated. Occasional 
Solar Energetic Particle (SEP) events will also 
cause penetrating particle background, and re-
duce the S/N for the duration of the event. UV 
can also be a source of background for MCP’s. 
The UV is mitigated by coating the ESA plates 
with Epner Laser Black.

Low energy ion distribution measurements, 
such as those measured by the STA, are affected 
by the S/C potential by changing the energy of 
the incoming ions. In LEO, S/C charging can 
reach tens of Volts if care is not taken to avoid 
exposed voltages on the S/C.  For objects with-
out exposed voltages, even in sunlight at LEO, 
the payload charging is expected to be of or-
der five times the ambient electron temperature 
(Kelley, 1989).  For ARCS, STA places a strict 
requirement on the S/C of no exposed voltages 
(Table F-1, STA related requirements in column 
SDR).  The STA energy range and resolution 
(Table E-3) have been chosen to mitigate the 
impact of the expected S/C charging.   Although 

engineering considerations of S/C charging are 
well documented [Garrett, 2001], we have quan-
tified the expected charging levels by modeling 
the ARCS charging environment using a realis-
tic S/C, including its solar panels, with realistic 
plasma flows and a typical auroral zone ambient 
electron temperature of 3036K, using the EU-
PICC [Averkin and Gatsonis, 2018] and SPIS 
Codes [Sarraih et al., 2015].  The results from 
EUPICC are shown in Figure E-4. The modeled 
S/C potential is -0.7 V and the potential con-
tours on the ram-facing (+y) side are smooth.  
STA performance exceeds requirements in the 
face of potentials as strong as -5V based on the 
energy range of STA  and shown in the next 
section.  Potentials beyond -5V are prevented 
by eliminating exposed voltages (§F.2.4.5 and 
§E.3.1.5). 

STA Expected Performance. Simulations of 
the instrument response at one deflection volt-
age (-1.8 V) and one angle in the entrance plane, 
but covering the full range of elevation angles 
are shown in Figure E-5. Figure E-5a, the com-
bined energy-elevation angle response, shows 
the expected dependence of the energy on the 
elevation angle. Figures E-5b and E-5c demon-
strate the <12% energy resolution and the <6° 
FWHM elevation angular acceptance. Figure 
E-5d shows the ion focus at the MCP location. 
The ions are well focused, giving the required 
angular resolution of better than 3°.

The velocity of the plasma, the key data prod-
uct from STA, is determined from the energy-
angle distributions. Figure E-6a shows an ex-

Figure E-4. Simulations of the S/C charging of the ARCS S/C

a) b)

Figure E-4. Simulations of the S/C charging of 
the ARCS S/C in a realistic environment (no ex-
posed voltages, no solar illumination). 

Ram
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ample angular distribution of counts in the S/C 
frame at one energy for a plasma with 1000 m/s 
flow in the x direction and 50 m/s flow in the z 
direction, with the S/C moving at 8000 m/s in 
the y (ram) direction. Because the plasma ki-
netic temperature thermal velocity is much less 
than the bulk plasma flow velocity, the distribu-
tion is a localized spot. Figure E-6b shows the 
two slices of this angular distribution available 
to the two orthogonal STA FOVs. Figures E-6c 
and E-6d show the energy/angle count distribu-
tions for the sensors in the horizontal and ver-
tical orientations, respectively. This is the raw 
data product provided by the STA sensor that is 
used to determine the velocity. To first order, the 
velocity vector is given by the peak location in 
the two sensors in angle and energy. The chal-
lenges in determining the flow velocity come 
from the large dynamic range and the effects of 
the S/C potential, which shift the peak. Through 
a careful choice of geometric factor, optimizing 
the electronics, and using advanced algorithms 
to extract the velocity, we are able to meet the 
required resolution of 300 m/s, and often deter-
mine the velocity with an error much better than 
that. 

Figure E-7 shows the expected count rates for 
distributions at 8 km/s (nominal S/C velocity) 

with a S/C potential of -1.5V as a function of 
energy, covering the range of expected densities 
and temperatures. Covering the full dynamic 
range requires a span of 4 orders of magnitude. 
The resistive anode can measure count rates 
from 1kHz up to 1 MHz with full position reso-
lution. In order to increase the dynamic range 
by another order of magnitude the gate can be 
activated when high rates are detected. When 
the gate is on, ions do not reach the MCP.  The 
gate voltage is modulated at 500 kHz with a 500 
ns on time when high count rates are detected. 
Figure E-7b compares the count rate in one 1 
ms step with the gate off (red) and on (black).  
While, without the gate the rate would decrease 
due to deadtime, the gate provides a continu-
ously increasing count rate and low statistical 
uncertainty up to 10 MHz with only limited dis-
tortion. 

As the simulations show (Fig.E-4), the S/C 
potential is normally slightly negative, about 
-0.7V, but it varies with electron temperature 
and with auroral precipitation activity [Siddiqui 
et al, 2011]. A S/C potential on the order of -1 
V increases the rammed O+ velocity by around 
700 m/s. This is a significant correction to the 
along-track flow, and so must be taken into ac-
count. Fortunately, this information is available 

Figure E-5. Energy and elevation angle acceptance of the STA, and the focusing at the MCP.

Figure E-5. Energy and elevation angle acceptance of the STA, and the focusing at the MCP.

Figure E-6. Demonstration of how the energy-angle distributions measured by STA relate to the 
full angular distribution. See text for details.

Figure E-6. How the energy-angle distributions measured by STA relate to the 
full angular distribution.
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from the shape of the thermal ion distributions 
themselves, and so full 2D distribution cuts are 
telemetered for all science data. 

Various features of the distribution shape con-
strain possible S/C potentials. First, in addition 
to the dominant O+ peak there can also be an H+ 
peak. At the altitude of ARCS, the H+ fraction 
of the plasma varies from 1% to 25% (higher 

tential has been used for both suborbital rocket 
data in the auroral region [Moore et al., 1996] 
and on S/C data [Sarno-Smith et al., 2016]. Sec-
ond, the shape of the O+ distribution function 
varies strongly with the potential, so the O+ dis-
tribution cuts alone can be used to determine the 
potential. Third, the distributions measured by 
the two sensors on STA both depend on the S/C 
potential, and the potential must be consistent.

Figure E-8a shows two energy/angle distribu-
tions, with an H+ density 1% of the O+, with dif-
ferent combinations of S/C potential and along 
track flow, but the same centroid location. Once 
the S/C potential is within the energy range of 
the instrument (>0.7V) a clear inner edge of the 
H+ distribution is observed. This provides infor-
mation on the S/C potential to within the limit 
of the energy step size (0.1- 0.2 eV) and the H+ 
flow energy (0.1 eV). The flattened low energy 
edge of the O+ distribution also varies with the 
potential. This can be seen more clearly in a 1D 
cut through the center of the distribution. Figure 
E-8b shows an examples of three distributions 
that have the same peak resulting from a dif-
ferent combination of velocity and S/C poten-
tial. The blue curve has zero potential and the 
green curve has the highest potential. The S/C 
potential steepens the slope on the low energy 
side. By finding the parameters of a Maxwellian 
distribution that has the lowest chi-squared dif-
ference to the data, the potential, velocity, and 
temperature can be determined. 

Figure E-9 show the statistical error in the ve-
locity that results from the best fit to the distri-
bution for some example environments. The top 
panels show error in the along-track velocity. 
On the left, the density is 1010/m3, the nominal 
value, the S/C potential is -2.0V, and errors are 

Figure E-7.  O+ count rates for 
STA and response to high count 

rates using the gate 

a)

b)

Figure E-7. a) O+ count rates for STA for con-
ditions spanning the range of expected param-
eters and b) response to high count rates using 
the gate. 
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Figure E-8. a) Energy-angle distributions for a plasma with 1% H+ and 
99% O+ at two different potential and velocity combinations. b) Statisti-
cal error in the peak velocity for a range of velocities and temperatures. 

closer to solar mini-
mum). At the same 
velocities, H+ has 
a factor of 16 lower 
energy than O+, and 
so its nominal energy 
is well below an eV. 
The S/C potential ac-
celerates the H+, and 
it is observed at en-
ergies just above the 
potential. The low 
energy cut-off to de-
termine the S/C po-

Figure E-8. Energy-angle distributions for a plasma with 1% H+ and 99% O+ 
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shown for the minimum and maximum expect-
ed temperatures, 0.1eV and 0.4 eV.  The errors 
are significantly better than the requirement of 
300 m/s in all cases. The right plot shows the er-
rors for the lowest required density, 109/m3, for 
the same two temperatures. Even in this case, 
the velocity meets the requirement except for 
the worst combination of lowest density, high-
est temperature, and strong along-track flow. 
The bottom panels show the error in the cross-
track velocity. Even in the worst case, the cross-
track error is well below 60 m/s, and it is below 
25 m/s for nominal densities. Typical convec-
tion flow magnitudes of interest are hundreds 
to thousands of m/s. Using both cuts of the dis-
tribution from the two STA sensors, and requir-
ing that the potentials and along-track velocities 
agree, within errors, gives an additional con-
straint on the allowed parameters. These tech-
niques of fitting to a shifted and drifting Max-
wellian, and forward modeling to find the best 
fit using the two cuts of the distribution strongly 
constrain the thermal ion population parameters 
[Fernandes et al., 2016, Fernandes and Lynch, 
2016, Roberts et al., 2017, Fraunberger et al., 
2020]. 

eV beam of heavy ions with intense enough flux 
to test the gate operation. The tests of each unit 
will characterize optimum MCP operating volt-
age, position linearity and high rate response. To 
quantify the geometric factor using a well-char-
acterized beam, one unit will also be calibrated 
at the Marshall Space Flight Center (MSFC) 
Low-Energy Electron and Ion Facility (LEIF). 
This facility has been used extensively to char-
acterize charged particle instruments for space 
flight, including the 32 Dual Ion Spectrome-
ters (DIS), part of the Fast Plasma Instrument 
(FPI) on MMS. Finally, to test the instrument 
operation in a flight-like plasma environment, 
the same unit is to be tested at the Dartmouth 
microwave plasma source facility [Frederick-
Frost and Lynch, 2007; Gayetsky and Lynch, 
2011; Siddiqui et al., 2011]. In flight, periodic 
calibration time periods are planned when the 
MCP voltage is stepped through a range of val-
ues to confirm the optimum operating voltage. 
Following the experience from SWARM-TII 
[Knudsen et al., 2017, Lomidze et al, 2019], the 
rate of efficiency change early in the mission 
is used to determine the required cadence for 
routine calibration. 
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Figure E-9. Errors in a) along-track and b) cross-track 
velocity under nominal density and S/C charging (spc) 
conditions (left) and low density conditions (right).

E.3.1.3 STA ConOps and Modes
The STA has only two modes, stand-

by and science. Before each science or-
bit, the instrument turns on in standby 
mode and the MCP is brought up to op-
erational voltage. Then the instrument 
enters science mode and data collection 
begins. At the end of the science pass 
the instrument exits science mode and 
the MCP voltage is brought down to 
minimize fluence on the detectors. The 
components that see extra stress at turn-
on are derated to handle the max stress, 
so turning on and off three times a day 
is well within margins. 

E.3.1.4 STA Calibration
All the ARCS units are to be charac-

terized at a dedicated ion gun facility 
at UNH. A low energy ion gun (ILG-
6/IGPS-1016) will be purchased from 
Kimball Physics early in Phase B and 
installed in existing vacuum chamber 
facilities. The gun can produce a <20 

Figure E-9. Errors in along-track velocity and 
cross-track velocity 
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E.3.1.5 STA S/C Accommodations
The required S/C accommodations are sum-

marized in FO1-A. The instrument requires 
an unobstructed field of view. During Science 
mode, the STA field of view must be kept cen-
tered within 1° of the ram direction. The STA 
places a requirement on the S/C to eliminate 
exposed voltages, for example from the solar 
arrays and their connection points, that could 
drive the S/C potential significantly more nega-
tive [Garrett, 2001] than the -0.7V nominal S/C 
potential see Figure E-4.

E.3.1.6 STA Plasma Flow Maps
Science Data Product. The STA plasma flow 

vectors from each S/C are combined across 
the CubeSwarm array, reconstructing the plas-
ma flow maps (2D flows in the B-perp plane)  
across  the measured area (Science Require-
ment L1-SR-1).  For these electrostatic flows 
in the known International Geomagnetic Refer-
ence Field (IGRF) [Alken et al., 2021] magnetic 
field, the information is contained in the electric 
potential field phi, as E = -  ∇ϕ and v =  ExB/
B2. The flow field reconstruction process gener-
ates the electric potential surface for which -∇ϕ 
x B/B2 best fits the STA data vectors across the 
space at an 18 s cadence. The flow vectors are 
then extracted on a fixed-size grid.

Data Map Algorithm/Inversion Technique. 
The electric potential surface used to recon-
struct the flow field is the sum of a set of scalar 
functions (gaussian-cross-section ridges) each 
individually parameterized (location, width, 
amplitude, slope) which each follow a pre-
defined arc boundary curve at each timestep.  It 

is assumed that the reconstructed flow field has 
minimal variation in the direction along this arc 
boundary. The arc boundary is  derived either 
from GBO imagery (Scen3) or from the maxi-
mum variance direction of the magnetometer 
data (Scen1 or 2).  This constraint allows recon-
struction of the flow field between the CubeSat 
tracks, and in the model space to either side of 
the CubeSwarm span. The gaussian function set 
is optimized to best match the data flow vec-
tors in a given collection window (nominally 18 
s). Low cadence vectors from before and after 
the time window are used to constrain the fit.

  Figure E-10 shows examples of the recon-
struction process as the array moves across a 
southward-moving arc structure. The measured 
flow vectors for two 18 s periods are used to 
create snapshots of the flow structure around 
the CubeSwarm; this frame is moved as a slid-
ing window as the array moves northward.  The 
left panel shows the (eastward component of 
the) GEMINI model flow field for the first time 
step, overlaid with black feather plots indicat-
ing an 18 s collection of measured flow vectors 
from the CubeSwarm (decimated for clarity).  
The second panel shows the optimized electric 
potential field found for the first of the two time 
steps illustrated. The two right panels show two 
flow reconstructions as the CubeSwarm crosses 
an auroral arc. The blue and red arrows indicate 
low cadence velocity vectors from times before 
and after the window. The black vectors shown 
are again the measured vector flow field, but 
now the colormap illustrates the (eastward com-
ponent of the) reconstructed flow field. Good 
agreement is seen between the original flow and 

Figure E-10. Flow map reconstruction examples for two times as the array crosses a southward-
moving (120 m/s) flow structure. (left panel) GEMINI model flow field.  (2nd panel) Reconstructed 
electrostatic potential field.  (right panels) Reconstructed flow field at two time steps. The RMS 
metric for the first example is 3%; for the second, 8%.

Figure E-10. Flow map reconstruction examples
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the reconstructed flow, with comparison metric 
defined below.

Data Map Resolution and Uncertainty. The 
OSSE formalism allows demonstration of the 
resulting reconstruction error for different au-
roral structures at different instrument sample 
rates, data collection frame rates, varying S/C 
dropouts, and levels of measurement uncertain-
ty. The goodness of fit of the map is quantified 
using a pixel-to-pixel root-mean-squared dif-
ference of the reconstruction flow field, vs the 
original GEMINI synthetic datacube flow field, 
over the trapezoidal area of the CubeSwarm 
during the 18 s collection period. This metric 
is provided as a percentage in reference to the 
maximum flow value inside the collection win-
dow. Contributors to this metric include flow 
measurement uncertainty and also spatial and 
temporal errors introduced in the reconstruction 
of the map. Arc structures that move rapidly 
compared to the 18 s collection, or those hav-
ing along-arc variation comparable to the inter-
track distances, will have larger metric differ-
ences. Table E-4 lists a summary chart of STA 
flow map metric for various situations.

E.3.2 MAG
Auroral Birkeland currents produce magnetic 

signals above the ionosphere according to Am-
pere’s law, μ0J = ∇×B, where μ0 is the perme-
ability of free space, J is the current density 
vector, and B is the magnetic field. At auroral 
latitudes at ARCS altitude, J is closely aligned 
with the background main field where B ~50,000 
nT and B is roughly vertical. The currents are 
determined from the magnetic field signals 
transverse to the main field, as has been done 
for many years to characterize the large-scale 
Birkeland currents [e.g. Zmuda and Armstrong, 

1974; Iijima and Potemra, 1976; Anderson et 
al., 2014]. Currents on the narrower auroral arc 
scales include intense arcs with current densi-
ties from 1 μA/m2 to over 10 μA/m2 [Gjerloev et 
al., 2011; Lühr et al., 2015] on scales of ~10 km 
yielding typical magnetic signals of 20 to 200 
nT or higher in intense arcs. 

E.3.2.1 MAG Requirements
The primary observational objective for MAG 

is the determination of the auroral field-aligned 
current density over the CubeSwarm array. The 
magnetic field at ARCS orbit altitude in the po-
lar regions ranges up to ~50,000 nT, so the full-
scale range for MAG must be at least this high 
with margin. In addition, the objective requires 
a vector magnetic field measurement to allow 
transformation into coordinates parallel and 
perpendicular to the background field (instru-
ment specifications in FO1-B).

The resolution and noise upper limit are driv-
en by the need to detect currents from even rela-
tively weak auroral arcs. To do this, MAG needs 
to be able to resolve signals at least as small as 
10 nT transverse to the background magnetic 
field and distinguish them from the background 
Baseline variations over relatively short time 
scales, less than ~10 s (80 km along track). This 
implies a 10 nT total budget for the measure-
ment resolution and uncorrectable magnetic 
field noise. To resolve signatures of structures 
as narrow as ~1 km, the measurement rate must 
be at least 8 vector samples per second.

The stability and accuracy of the measure-
ments are driven by the need to place the ARCS 
observations in context of the large-scale cur-
rents, for which an accuracy of ~20% is desired. 
To measure typical current densities of 1 μA/
m2 to 20% requires that the observations resolve 
current densities of 0.2 μA/m2 over the Baseline 
between CubeSats in the same orbit plane. An 
along track S/C separation of 18 s corresponds 
to a 144 km spatial separation and a current 
density 0.2 µA/m2 over that distance gives a 
magnetic field change of 36 nT so this is the dif-
ference in the field between successive ARCS 
satellites that must be resolvable. This imposes 
a requirement to resolve transverse signals to at 
least 2 parts in 104 in the presence of a 50,000 
nT field. Since this is the net error in the differ-
ence between measurements, this implies a 1/√2 
accuracy error for individual measurements and 

Table E-4: STA flow field metrics

Situation Measurement 
Error

Median 
RMS Metric

Nominal  None 5.2%

Fast Motion  None 6.3%

8 Dropped S/C  None 5.3% to 6.6%

16 Dropped S/C  None 6.4% to 8.5% 

Random noise added 15-300 m/s 10%

Nominal systematic error 15-50 m/s 10%

Large systemic error 300 m/s 20%

MAG maximum variance boundary None 5.8% to 20.0% 
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an accuracy error budget of 20 nT. The error 
budget accounts for: Stability in gain and zero 
levels in a 50,000 nT field over each science 
pass; Contribution of attitude knowledge un-
certainty to errors in magnetic field knowledge 
between satellites; Knowledge of S/C-gener-
ated field; Inter-calibration of magnetometers 
consisting of gain (including temperature de-
pendence), orientation, non-orthogonality, and 
offsets (including temperature dependence).

E.3.2.2 MAG Instrument Design
ARCS-MAG is a dual ring core tri-axial digi-

tal fluxgate instrument with low intrinsic noise, 
high sensitivity, and high stability. The sensor 
uses flight-proven 6-81 permalloy ring cores 
with <30 pT/√Hz at 1 Hz intrinsic noise and a 
compact mechanical design. The miniature elec-
tronics is the Austrian Space Research Institute 
(IWF) design based on the Application Specific 
Integrated Circuit (ASIC) digital fluxgate elec-
tronics flown on MMS for the Digital Fluxgate 
Magnetometer (DFG) and GEO-KOMPSAT 2A 
(SOSMAG). ARCS uses the fourth generation 
Magnetometer Front-end ASIC (MFA-4) to ac-
commodate Earth-field operation. The MFA-4 
provides 128 vector samples per second with 18 
bit digital output resolution spanning ±65,000 
nT, corresponding to 0.5 nT per least significant 
bit.

MAG Sensor. The key to high performance 
fluxgates is the ring core and JHU/APL has a 
stock of over 200 ultra low-noise 6-81 permal-
loy fluxgate ring cores. The sensor configura-
tion is an adaptation of an APL design flown on 
the ACES 1 and 2 sounding rockets [Cohen et 
al., 2013]. The ARCS sensor is shown in FO1 
and uses standard materials in a compact design 
with mechanical rigidity and thermal uniformi-
ty. One ring core has null/pickup windings in 
two directions and the second ring core has null/
pickup windings to sense the third direction. 
For ARCS, the ring core bobbins and frame are 
made of carbon-filled PEEK to ensure thermal 
conductivity and mechanical strength.

MAG Electronics & Data Processing. The 
electronics uses the IWF-developed MMS de-
sign with full-scale of ±65,000 nT. The MFA-4 
chip accommodates Earth field range without 
the additional amplifiers required for SOS-
MAG. The MFA-4 development at IWF pro-
gressed smoothly since the fall of 2020 so that 

we are confident in adopting it as the Baseline 
for ARCS-MAG. This is advantageous since 
that the board size and layout are the same as for 
MMS (i.e., simplified relative to SOSMAG), 
providing power and mass savings relative to 
the Step 1 proposal. Performance characteris-
tics are listed in Table E-5. Instrument testing 
and operation are simplified by single mode 
operation without a processor or software. The 
MFA-4 also includes up to eight housekeeping 
A/D channels used in MAG for temperature 
sensors: three in the magnetometer sensor to 
monitor temperature variations related to off-
set variations in the sensor with temperature 
and temperature gradients, and two to three on 
the boom for tracking boom flexure related to 
non-uniformity of boom temperature. Other in-
strument housekeeping include instrument volt-
ages and currents and a heartbeat bit. The FPGA 
controls the interface including data buffering 
for transfer to the Interface Control Electronics 
(ICE), time stamping relative to the 1 PPS, and 
collecting housekeeping data. Electronics for 
sense of the fluxgate signal and digitization of 
the magnetic field and housekeeping data are 
implemented in the MFA-4 as shown in the in-
strument functional block diagram (FO1). Data 
averaging in BM is performed in the ICE and 
does not require any commanding to ARCS-
MAG.

MAG Heritage and TRL. APL has extensive 
experience in space-flight magnetometer devel-
opment. APL teamed with the Goddard Space 
Flight Center (GSFC) on fluxgates for AMPTE/
CCE, Freja, UARS, NEAR and MESSENGER 
for which APL built the A/D, power and inter-
face electronics and either interfaced with GSFC 

Table E-5: MAG Requirements and Performance

Observation 
Objective  Requirement Design/Performance

Electric current, 
field-aligned

Vector magnetic 
field Triaxial fluxgate sensor

Low Earth orbit ±50,000 nT ±65,000 nT

Large-scale Birke-
land currents: 1 
mA/m2 to ~20%

21 nT accuracy each 
satellite

20 arc sec attitude 
knowledge: 4.8 nT
0.01° boom stability: 8.7 nT
Bus B-field residual: 2 nT
Calibration uncertainty: 
7.1 nT
Net RSS dB: 12.4 nT

Arc-scale currents: 
~10 km; 10 µA/
m2 to ~10%

12 nT resolution, 
noise below 12 
nT on 1 to 2s time 
scales

0.5 nT resolution
Bus B-field short time-scale 
(1 to 2s) noise: 2 nT
128 vectors/s
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The largest sources of random error are the 
boom stability (estimated to be 0.01° from ther-
mal flexure) and uncertainty in the star cam-
era bore-sight (<20 arc seconds). In a field of 
50,000 nT these correspond to projections of up 
to 8.7 nT and 4.8 nT perpendicular to the field, 
respectively. Thus, the net uncertainty from bus 
magnetics, orientation, and internal digitization 
errors is ~10 nT, meeting the science require-
ment of 21 nT (Table E-6).

E.3.2.6  MAG Field Aligned Current Maps
The primary science data products from 

MAG are maps of the field-aligned current den-
sity. Deriving the current density directly from 
multi-point magnetometer measurements is fea-
sible if the separations between S/C are small 
relative to the scale size of the current density 
gradients [Robert et al., 1998]. Auroral arcs 
generally have latitudinal scales down to ~1 km 
or even smaller while the longitudinal scales are 
typically 10-100 km or greater. The separations 
between the inner six orbit tracks of ARCS are 
tailored to resolve the longitude scales of most 
arc forms. Spacing satellites closely enough 
along track to resolve the smallest-scale arcs is 
prohibitive because of the number of satellites 
required and because of the orbit dynamics and 
propulsion to control them so precisely. ARCS 
solves this problem by using rapid along track 
magnetic field sampling to estimate the latitudi-
nal spatial structure of the currents. Succeeding 
ARCS satellites at 18 s along track separations 
provide repeated sampling in latitude to quan-
tify the latitudinal scales for which this assump-
tion is valid. This follows on a long tradition of 
making a quasi-stationarity assumption (e.g., as 
done for Swarm and AMPERE), but with a re-
peat interval of 18 s, the assumption of time sta-
tionarity is less restrictive by a factor of 35 than 
the 600 s re-sampling cadence for AMPERE.

MAG On Orbit Calibration and Science 
Data Processing. The science processing for 
ARCS uses techniques proven for AMPERE 
to automate magnetometer inter-calibration of 
many LEO satellites [cf. Anderson et al., 2021]. 
The first step in the analysis is to transform the 
magnetometer data into an orthogonal system 
with a uniform scale factor using the ground 
calibrations that include temperature depen-
dence. A high-fidelity model magnetic field 
(e.g., WMM) is evaluated at the bus location and 

transformed into the bus coordinate system us-
ing the star camera attitude data. The model and 
observed time series from the BM data over the 
entire orbit are then compared using 24 hours 
of data to determine systematic differences in 
the gain and sensor-to-bus transformation, pro-
viding intercalibration across the CubeSwarm 
to 0.01%. The residuals between the calibrated 
field data and the model field are then calculated 
and used to examine any correlations with sen-
sor and boom temperatures not removed in the 
calibrations and to test for signals from other 
bus subsystems not identified in pre-flight test-
ing.

The resulting residuals relative to the model 
field are then transformed into geophysical 
systems, including Earth Centered Inertial, 
Geographic, and Geomagnetic systems. These 
residuals, here denoted δB, are the basis for 
ARCS science processing. 

Science Data Product. The original method 
to estimate field-aligned current from a time se-
ries δB is to construct a pseudo gradient in the 
along-track direction, assuming that the along 
track variations are spatial gradients. In this 
original approach, one  must assume that the 
currents are in the form of infinite sheets. The 
inversions for global Birkeland current distribu-
tions from AMPERE use a spherical harmonic 
fit applied to the δB and the radial current den-
sity is calculated analytically from the harmonic 
fit using recursion relations [Waters et al., 2020]. 
For ARCS we use the AMPERE regularization 
technique “to fill” in between ARCS tracks, 
but with a more sophisticated interpolation ap-
proach that allows curved arcs along which the 
δB are interpolated. The Jz is then evaluated by 
taking the curl of this dense grid of mapped δB.

Results of the ARCS inversion for an OSSE 
run is shown in Figure E-15. The left panel 
shows the Jz,Input from GEMINI and the inver-
sion, Jz,Inversion, is shown in the center panels. 
Agreement is assessed by taking the prod-
uct, Jz,prod = Jz,InputJz,Inversion, and constructing JzA = 
sign(Jz,prod)√|Jz,prod |, shown in the right panel, 
which is positive where the signs agree and 
whose magnitude is the geometric mean of the 
input and inversion results. 

Data Map Algorithm/Inversion Technique. 
The time separation of 18 s between successive 
CubeSwarm satellites in a given orbit track de-
fines the accumulation time required for contin-
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uous latitude sampling across the CubeSwarm. 
Because the current density is calculated from 
the curl of the horizontal δB, the interpolation 
between tracks must ensure that there are no 
discontinuities in either the locations of the δB 
samples or in the along track δB used for the 
interpolation. Because the Earth rotates under 
the satellite orbits, the geographic locations of 
successive satellites in an orbit plane do not line 
up but are shifted slightly in longitude, for ex-
ample.

To eliminate discontinuities in both the po-
sitions and δB in the composite track data, 
data from each satellite are used that extend 
before and after the 18 s time window so that 
the tracks of successive satellites in each track 
have some overlap. The overlapping segments 
of data allow a smooth transition between the 
tracks and data from successive satellites. Pick-
ing the center of the overlap as a reference lo-
cation, denoted as y0, the Fermi function, f(y) 
= 1/(1 + exp(-(y-y0)/D)), goes smoothly from 0, 
for y << y0, to 1, for y >> y0, with a transition 
width in y of ~ 4D. Denoting data from the lead-
ing and trailing satellites by dBL and dBT, the 
weighted average, f(y)dBL(y) + (1 - f(y))dBT(y), 
provides a discontinuity-free transition through 
the overlap between successive satellites. Using 
the same weighted average on the track X-coor-
dinate through the overlap produces a smooth 
composite track geometry as well. We used D 
= 5 km so the transition occurs over ~ 20 km, 
corresponding to ~3 s along track. 

For each time step in the OSSE runs, the com-
posite tracks and δB were evaluated. To derive 
a map of the δB between ARCS tracks we used 

the observed δB variance for each track to con-
struct curved paths between tracks that follow 
the dominant orientation of the arcs and con-
tinuously join adjacent the tracks following 
these curves. The points were then evaluated at 
1 km intervals to obtain a regular gridded in-
terpolated map of δB. The map of Jz was then 
calculated from the finite difference curl of the 
mapped δB, shown in Figure E-15. To assess 
the extent of unphysical artifacts in the mapped 
δB we also evaluate ∇·δB. For the OSSE runs 
performed, ∇·δB remained below 10% of Jz and 
was generally near 1%. 

Data Map Resolution and Uncertainty. 
The curved-path dense interpolation scheme 
remarkably well reproduces the patterns of the 
simulated Jz. The right hand panel of Figure 
E-15 confirms that the vast majority of the area
has the right sign of the current. This means
that the inversion reliably captures the transi-
tions between upward and downward current,
which is critical for assessing the relationships
between flows, density, and auroral emissions.
An additional measure of the inversion accu-
racy are shown in Figure E-16.

The linear regression comparison confirms the 
good agreement, with a regression coefficient of 
0.92 and a linear fit slope of 0.72, implying an 
average under-estimate of the current by ~30%. 
This can actually be assessed and corrected for 
by evaluating the δB along the tracks using the 
inverted Jz and comparing those against the 
measured δB. The reliability of the patterns is 
confirmed in the right hand panels. The Overlap 
fraction falls off gradually as the Threshold cur-
rent density increases, reflecting the decrease in 

Figure E-15. Simulated field-aligned current density from GEMINI for a westward moving 
intense arc (left, JZ Input), current density generated from magnetic field data calculated along 
segments of ARCS orbit tracks (center, JZ Inversion), and convolution of the input and 
inversion results quantifying the agreement (right, JZ Agreement). The six inner tracks are 
shown by the black traces.

Figure E-15. Simulated feild-aligned current density from GEMINI
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ceiver set. Volumetric ionospheric electron den-
sity is obtained from tomographic reconstruc-
tion of TEC estimated from differential phase 
contributing to two of the ARCS SOs (SO2 and 
SO3) and L1 requirement L1.SR-3. In addition, 
eTOMS 50-Hz measurements provide radio 
scintillation information resulting from km-
scale irregularities in the auroral ionosphere. 

E.3.3.1 eTOMS Requirement
eTOMS requirements are driven by the pri-

mary observational objective that it supports 
which is the determination of the ionosphere 
electron density over the region covered by the 
CubeSwarm array. eTOMS is slated to provide 
information on electron density in both winter 
and summer seasons in the auroral ionosphere 
over Alaska, where the electron density can in-
crease up to 1x1012 el/m3. eTOMS requires a dy-
namic range that covers the corresponding line-
of-sight TEC values (up to ~50 TECU), hence 
it is required to measure the group time delay 
up to about 400 nm for the UHF band. The ac-
curacy of the measurements are driven by the 
need to determine the electron density with 1σ 
accuracy of 1x1011 el/m3, which amounts to 10° 
1σ phase error corresponding to 0.02 relative 
TECU accuracy. The requirement on sensitv-
ity of the received signal is driven by the 10° 
phase error, which requires the link budget to 
close at after -129 dBm. Each eTOMS receiver 
is required to be able to receive dual-frequency 
signals from at least six eTOMS ground trans-
mitters (STM in Table D-1) to accumulate di-
verse sets of rays used for tomographic electron 
density reconstruction. The requirements and 
performance characteristics are summarized in 
Table E-7. The performance characteristics are 
demonstrated in §E.3.3.2.

 
E.3.3.2 eTOMS Instrument Design

eTOMS Sensor. The eTOMS instrument 
comprises dual frequency receiver electronics 
and an antenna operating at UHF and S-band. 
Ground transmitters developed and deployed 
for this application provide the dual-frequency 
signal sources required to close the eTOMS RF 
link. 

eTOMS Electronics. The receiver electronics 
is a single board assembly packaged in an Alu-
minum housing with bulkhead RF connections 
to a patch antenna and data/power connections 

area with increasing current density. The most 
significant feature is that the ‘Error/Overlap’ 
decreases more rapidly than the Overlap area, 
showing that the reliability of locating the cur-
rents increases with increasing current density. 
We conclude that the inversion technique is 
90% reliable for reproducing the Jz patterns and 
at least 70% reliable in quantifying the current 
densities.

E.3.3 Electron density TOMography and Scintillation 
(eTOMS)

The eTOMS radio beacon transmitter/receiver 
system (FO1-D) measures the ionosphere total 
electron content (TEC) and radio scintillation 
along lines of sight between the GBO and the 
CubeSwarm array via remote sensing. Similar 
to Doppler Orbitography and Radio positioning 
Integrated by Satellite (DORIS) beacon sys-
tem [Tavernier et al., 2005, Willies et al., 2007, 
2010], the eTOMS is a dual-frequency beacon 
system operating at UHF (400-470 MHz) and S-
band (2025-2120 MHz). The differential phase 
experienced by eTOMS’ radio signals resulting 
from dispersive propagation properties of the 
ionosphere [e.g., Heise et al., 2002] is propor-
tional to the TEC along the signal ray path or 
line of sight (LOS) between each transmitter/re-

Figure E-16. Metrics of the current density 
inversion results for the intense auroral case, 
showing the reconstructed Jz versus the input Jz 
(blue dots) together with the linear fit (red line) 
and a 1:1 line (dashed).

Figure E-16. Metrics of the current density inversion results
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E.3.3.3 eTOMS ConOps and Modes
The eTOMS receiver can simultaneously ac-

quire signals from 9 dual-frequency stations (18 
channels or pseudocodes in total), from a prede-
termined table of up to 32 unique pseudocodes. 
The eTOMS transmitters are located at 24 of the 
GBO sites and are activated during ARCS pass-
es over Alaska in the pre-midnight sector. Each 
eTOMS receiver has a prioritized list of ground 
station signals (9 of 32 possible pseudocodes), 
unique to each S/C, acquired during the pass 
and based on the stations that optimize the elec-
tron density tomography data product. A total 
of 24 transmitters will simultaneously operate 
through each ARCS pass over Alaska, and each 
eTOMS instrument will acquire dual frequen-
cy signals from the top 9-sites based on their 
pre-determined priority table, ignoring stations 
on the list having SNR below a predetermined 
Threshold. The prioritized lists are determined 
and uploaded as stored time-tagged instrument 
command macros through the normal S/C RF 
command link. The repeating Alaska pre-mid-
night ground track allows a Baseline configu-
ration to be used throughout the mission, with 
a contingency for commanded configuration 
changes as necessary. It is expected that the pri-
oritized list for any given S/C will change infre-
quently throughout the mission. The station IDs 
associated with all links are stored in eTOMS 
housekeeping data. The eTOMS science collec-
tion timeline is described in Table E-2.

E.3.3.4 eTOMS Calibration
Calibration of eTOMS prior to launch consists 

of precise measurement of relative gain, phase, 
and time delay for both receiver frequency chan-
nels over the full operating temperature range 
using APL RF enclosures and calibrated coaxial 
attenuators; this provides a calibration factor for 
absolute instrument bias, differential biases be-
tween the two frequency channels within each 
eTOMS instrument as well as across all eTOMS 
instruments. There are no radiation or aging-
related effects on these biases. Each ground 
transmitter’s relative amplitude, time delays, 
and phase shifts are also characterized prior to 
installation. These calibrations, along with the 
on-orbit measurement of pseudorange and dif-
ferential phase, provide the full data set required 
for calculation of absolute TEC. Non-fractional 
frequency synthesis and integer clock relation-

ships in the transmitter and receiver electron-
ics designs provide repeatable instrument bias 
across multiple link closures and power cycles. 

E.3.3.5 eTOMS S/C Accommodations
eTOMS requires an obstruction-free field 

of view from the antenna to at least 66° from 
boresight. This allows for minimum distur-
bance to the antenna gain pattern and RF link 
performance. An analysis and test will be per-
formed in Phase B to further refine antenna per-
formance with a high fidelity mechanical model 
of the S/C structure, including the MAG boom. 
The low-gain eTOMS antenna patterns on both 
the S/C and ground transmitters facilitate the 
wide field of view required to close the eTOMS 
RF links without imposing an eTOMS pointing 
constraint.

E.3.3.6 eTOMS 3D Electron Density Maps
Science Data Product. The eTOMS instru-

ment acquires differential phase measurements 
from two radio frequencies at UHF and S-bands 
to determine the ionosphere TEC along lines of 
sight, which are used to determine the volumet-
ric density and is projected to meet ARCS mea-
surement requirement as described in §E.3.3.1.  
The eTOMS reconstructions base-lined for ev-
ery 60 s will provide the regional context of the 
ionosphere for in-situ ARCS measurements. 
The inversion technique is applied on the data 
from all eTOMS receivers each acquiring sig-
nals from up to 9 different ground trasnmitters. 
The eTOMS L1 science requirement (L1-SR-3) 
is to produce volumetric (3D) maps of electron 
densities in the pre-midnight sector auroral zone 
over the GBO array, as a moving mosaic along 
the S/C overpass (§E.1).   The analysis below 
shows that the multi-point eTOMS measure-
ments meet the L1 science requirements.

Data Map Algorithm/Inversion Technique. 
Since the relationship between the slant TEC 
along the line-of-sight and the underlying den-
sity is linear tomographic techniques [Karl, 
2005; Vogel et al., 2002] can be used to invert 
this linear system of equations. The tomograph-
ic techniques that have been extensively devel-
oped for GPS and beacon data processing are 
leveraged for eTOMS data inversion. We lever-
age the procedures that have been developed 
[e.g., Austen et al., 1988; Bernhardt et al., 1998, 
2000; Bernhardt and Siefring, 2006; Vierinen 
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et al., 2014]. The ionosphere beacon tomogra-
phy is inherently a limited angle tomography 
problem, and hence requires application of con-
straints in the form of a priori information in 
the framework of statistical linear inverse prob-
lems to stabilize the solution in the presence of 
noise [e.g., Vogel and Oman, 1996, Kamalabadi 
et al., 1999, Vogel, 2002, Karl, 2005, Nikoukar 
et al., 2008, 2010, 2012, 2015]. To assess the 
data quality, the first step is the preprocessing 
of the data to determine slant TEC from dif-
ferential phase, as described in §E.3.3.2, from 
“flying through” the OSSE simulated aurora 
(Fig. E-19a). The second step is to estimate 
the error representing the deviation of the re-
constructed densities from the OSSE simulated 
aurora. The data quality of reconstructed elec-
tron density produced by eTOMS transmitter/
receiver system is dependent on the instrument 
performance, the number and orientation of 
overlapping radio paths with respect to each 
other (observing geometry) determined by the 
number of satellites and their relative locations 
with respect to the ground transmitters, as well 
as complexity of the auroral structure. With the 
accumulated TEC data from at least six ground 
stations for each S/C along each track for 60s 
together with the S/C and ground transmitters 
positions, a map of electron density is created. 
To do this, we first discretize the underlying 
volume by adopting a non-uniform spacing in 
altitude based on ionosphere scale height (10-
20 km in the E-region and 40 km above). To 
determine the discretization grid parameters 

from the OSSE experiment, generalized cross 
validation [e.g., Craven and Wahba 1978, Sharif 
and Kamalabadi 2005, Lee et al. 2007] which 
basically would amount to optimization of cost 
function to estimate the predictive risk can be 
used. Since auroral arcs have typically a much 
more limited latitudinal span than a longitudinal 
span, it is imperative to have a finer latitudinal 
spacing. The generalized cross validation meth-
od yields latitudinal and longitudinal spacing 
of ~0.2° and ~1°, respectively. The next step is 
to develop a forward model for the observation 
geometry based on the length of each ray path 
passing through the discretization grid for every 
60s, which relates the TEC measurements to the 
density volume. The final step is the linear in-
version of the matrix equation to determine the 
density which in turn amounts to optimization 
of a constrained cost function. Edge-preserving 
constraints are applied to be able to allow for 
detection of sharp enhancements due to auro-
ral precipitation, while stabilizing the solution 
due to noise [Lee et al., 2008, Nikoukar et al., 
2010]. The application of other constrained op-
timization such as reference constraints [e.g., 
Lee at al., 2007] which can utilize information 
on the edge of auroral arcs (from MAG or ML, 
for example) or parametric inversion techniques 
is envisioned as phase B to pre-launch science 
activities. Together with ARCS in-situ measure-
ments, the 3D electron density estimates can be 
used to derive auroral precipitation parameters 
as discussed in §D.6.2. 

Ground transmitters placement. To maxi-

Figure E-19. (left) Set of 24 ground stations that enable a diverse set of ray paths (cyan), while the 
rest of ground stations shown in magenta. (right) A subset of ray paths and their coverage between 
the CubeSwarm and GBOs with each shade representing a distinct S/C.  

Figure E-19. Set of 24 ground stations
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mize the science return from eTOMS, it is en-
visioned to host eTOMS ground transmitters on 
24 of GBO stations and that S/C along adjacent 
tracks receive the signal from a set of different 
ground stations. To avoid the exhaustive search 
for the optimal set of ground stations, appli-
cation of previously developed techniques in 
optimal experiment design such as backward, 
forward, or greedy algorithms, sequential back-
ward selection, or Clustered sequential back-
ward selection [e.g., Sharif and Kamalabdai, 
2008, Reeves and Zhe, 1999, and references 
therein], will be examined. A candidate set of 
24 ground stations that enable a diverse set of 
ray paths are depicted in Figure E-19a (cyan 
pluses). The set of ground stations not hosting 
eTOMS transmitters in this example are noted 
by magenta crosses. The background image is 
the latitude-longitude of the model OSSE  with 
a stationary two-arc structure at 300 km. The 
satellite positions are shown by yellow circles. 
The red text shows the numbers of the first sat-
ellites in each track. Figure E-19b shows a sub-
set of ray paths and their coverage between the 
ARCS S/C and the ground stations (each S/C 
tracking up to 9 stations) with each shade repre-
senting a distinct S/C. 

Data Map Resolution and Uncertainty. 
Within the OSSE framework, we can demon-
strate the reconstructed maps and their associ-

ated errors for various auroral structures for 
different time intervals over the pass, varying 
number of S/C dropouts, and level of measure-
ment uncertainty. Figure E-20 shows examples 
of reconstructed density with the discretization 
grid specified above for both 3D and a latitude-
altitude 2D cut at 210° longitude for the observ-
ing geometry shown in Figure E-19a. Due to 
limitations imposed by the number of tracking 
channels for each S/C (maximum 9), eTOMS 
antenna FOV, as well as the observing geome-
try imposed by the tilted satellite tracks aligned 
with magnetic latitude, and the application of 
constrained tomography, the E-region density 
enhancements are slightly blurred over approxi-
mately 0.6° (3 adjacent voxels) latitude range. 
The white areas in the plots show the regions 
for which no overlapping rays pass through 
hence the corresponding voxels cannot be re-
constructed. 

One metric that can be used to quantify the 
goodness of map is a normalized voxel-to-
voxel root-mean-squared difference of the re-
constructed density, vs the original GEMINI 
synthetic density over the entire grid voxels that 
can be reconstructed with the particular observ-
ing geometry. This metric is provided as the per-
centage in reference to the maximum original 
density within the reconstructable voxels. Con-
tributors to this error metric include measure-

Figure E-20. 3D electron density reconstructions for the observation geometry shown in Figure 
E.19a. comparing original data cube (left) to reconstructed data (right)

Figure E-20. 3D electron density reconstructions
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ment uncertainty, the relation between the ray 
paths accumulation time and the speed of mov-
ing arc structures, the spatial resolution of the 
grid relative to auroral structure spatial distribu-
tion. The inversion framework treats the under-
lying ionosphere as stationary for the ray path 
accumulation period, so the reconstructed den-
sity maps will be an average of the ionosphere 
density over the accumulation period (60s).

eTOMS Scintillation Maps. Scintillation in-
dices (S4 and σφ) obtained from eTOMS can be 
overplotted on All Sky Images (ASIs) to derive 
“scintillation maps.” The indices would be plot-
ted at the ionospheric pierce point locations ob-
tained at a height estimated from line green/red 
emissions in the ASI data [e.g., Loucks et al., 
2017, Semeter et al., 2017]. These maps can be 
used to identify the approximate locations and 
strength of scintillation producing irregularities 
with respect to the auroral arcs. The location 
of a significant phase or amplitude variation in 
scintillation data would indicate presence of ir-
regularities of scale sizes on the order of a few 
hundred meters to a few kilometers. 

eTOMS Summary. Table E-8 lists a summary 
chart of eTOMS density map errors for differ-
ent auroral scenarios using  60s data collection 
intervals for different situations for eTOMS 
nominal errors. The errors are computed based 
on 50 Monte Carlo realizations.   

E.3.4 GBO
Auroral electron precipitation is the major 

driver of rapid and localized changes in the 
electron density and conductivity. The GBO 
will collect data used to create maps of the loca-
tion, timing and energetics of the auroral pre-
cipitation. Each GBO site consists of three main 
components: a set of instruments; a hermitic, 
insulated enclosure; and an instrument control 
assembly (ICA) (FO1-C)).

E.3.4.1 GBO Requirements
The GBO imager requirements flow down 

from L1 requirements SR-4 and SR-5. The goal 
is to produce maps at 1 km resolution or better 
across the entire cross-track extent of the swarm 
and in the magnetic latitude range of 62° to 72° 
across Alaska. The technique to invert optical 
emissions into auroral energy characteristics is 
best when applied near local zenith, and uncer-
tainties increase away from zenith. All-sky im-
agers with 1K x 1K pixel resolution can produce 
0.5 km pixel scale resolution out to 40° from 
zenith. These two constraints lead to an optimal 
site-to-site spacing of 150-200 km, which for the 
Alaska overflight region results in the need for 
30 to 35 sites. The range of auroral precipitation 
parameters (<E> and Q) defines the sensitivity 
requirements for the imagers. For Q at 5 mW/
m2, and <E> at 20 keV, the expected intensity 
of the 844.6 nm wavelength is 250 rayleighs, 
which defines the minimum sensitivity, which 
we apply to all imagers. The goal of examining 
changes in auroral forcing at 1 km scales also 
drives the imager frame rate requirement of 8 
Hz during the swarm overpass.

E.3.4.2 GBO Instrument Design
As discussed in §D, we plan to reproduce the 

auroral electron precipitation characteristics by 
fielding a dense array of 32 ground sites across 
northern and central Alaska, each with a set of 
single-filter imagers (FO1-C) The longitudinal 
extent of the array spans the 900 km width of 
the CubeSwarm, and the latitudinal extent (10° 
in magnetic latitude) enables coverage for a 
wide range of auroral activity. Every site con-
tains three imagers: 1) a Green Line Camera 
(GLC) for the 557.7 nm green-line emission of 
atomic O, 2) a Blue Line Camera (BLC) for the 
427.8 nm emission of N2+, and 3) a near in-
frared camera (8LC) for the 844.6 nm emission 
of atomic O. A subset of 14 GBOs also oper-
ates a Red Line Camera (RLC) for the atomic 
O emission at 630.0 nm that enables energy flux 
measurements for very low average energies. 
eTOMS transmitters are accommodated at 24 
GBO sites (FO1-C).

GBO Sensors. The imagers make use of opti-
cal designs to maximize the effective collecting 
area (etendue), and modern high-sensitivity de-
tectors to produce near-theoretical performance 
for light gathering. In all imagers the output of 

Table E-8: eTOMS Density Resolutions.

Situation Density 
Error

stationary 2-arc structure, Baseline 9%

Westward Traveling, Baseline 7%

Westward Traveling - Baseline - Summer 20%

stationary 2-arc structure, Threshold 12%

Westward Traveling, Threshold 10%

Westward Traveling, Threshold - Summer 28%
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a fish-eye lens is collimated for transmission 
through a narrow-bandwidth interference filter 
for its particular emission. The collimated beam 
is then re-imaged onto the 13.3 x 13.3 mm de-
tectors (18.8 mm diagonal). The choice of a 
large format fish-eye and re-imaging lenses re-
duces the plate scale to fit on the detector, while 
increasing the system speed from ~ f/4 to ~ f/1 
in the case of the BLC and 8LC and ~f/1.4 in 
the case of the GLC and RLC. In all cameras 
we use backside-thinned detectors that enable 
detection at near-theoretical limits. 

The two most challenging measurement re-
quirements are those for the 427.8 nm and 844.6 
nm emissions, for three reasons; 1) Both are 
typically the dimmest of the four emissions to 
be collected, 2) the quantum efficiency of even 
most back-side thinned detectors is not at its 
peak (typically 30-40% off) and 3) in the case of 
427.8 nm, the energy flux calculation is based 
primarily on this emission (with some second-
ary methods available). For these two emissions 
we have chosen to use the same camera design 
as described in Grubbs [2019a], which consists 
of a large format front fish-eye optic (based 
on a Mamiya 6 cm x 4.5 cm format) which is 
collimated by 3” diameter optics, transferred 
through a 3” diameter interference filter and re-
imaged onto the 13.3 mm x 13.3 mm EMCCD 
detector using a f/0.95 50 mm lens.

The 3” design provides more performance 
than is needed for the GLC and the RLC. These 
cameras will still use a format scaling approach, 
but will use optics designed for 35 mm DSLR 
cameras as the fore-optics which are more plen-
tiful and lower cost. Using commercial off-the-
shelf optical components, the beam is collimat-
ed through a 2-inch diameter filter (again less 
expensive than the 3-inch filters of the BLC and 
8LC) and re-imaged with a machine vision 25 
mm lens at f/1.4 onto the 13.3 x 13.3 mm scien-
tific CMOS detector. At these two wavelengths 
the detector quantum efficiency approaches 
95%, and read noise is less than 2 e-.

While the requirement for sampling rate of the 
cameras is 8 frames per second, we have chosen 
to run the three main cameras (BLC, GLC and 
8LC) at 15 frames per second. In most cases we 
anticipate that the emission intensities will far 
exceed the minimum of 250 rayleighs, and by 
sampling at twice the required rate we can ex-
amine the dynamics of rapid auroral motions. 

GBO Electronics & Data Processing. All 
digitization of the analog signals of optical 
sensors (EMCCD and sCMOS) is done by the 
COTS imagers. All images are collected at 16 
bits per pixel enabling a wide dynamic range. 
Digital signals from each imager are collected 
using a dedicated COTS small form-factor mini 
personal computer. Specifically, we have Base-
lined an Intel NUC10i7FNH. Images of the 
EMCCD sensors for the 3” optical design imag-
ers are collected using gigabit ethernet (GigE) 
interface on one of two redundant network 
ports, and in the case of sCMOS sensor for the 
2” optical design imagers, the images are col-
lected using USB 3.0 interfaces. Both interfaces 
easily accommodate 15 frames per second at a 
1024x1024 pixel image format. For all imag-
ing modes (§E.3.4.3) images will be stored in 
multi-image Tag Image File Format (TIFF) files, 
which enables rapid uncompressed image writ-
ing to memory, and is used in heritage software 
for both collection and processing. Data are col-
lected on an internal drive, then transferred via 
the Instrument Control Assembly processor to a 
set of redundant storage drives (§E.3.4.3). 

GBO Heritage and TRL. The vast majority 
of components of GBO systems and subsystems 
are commercial off-the-shelf units requiring no 
modification or special handling. Mechanically, 
the only specialized parts are those to mount 
cameras and components within the enclosure 
and will not affect instrument performance. 
Electronically all components, including the 
detectors, use standard, well-tested interfac-
es (USB and GigE), and no design of special 
circuit boards or ICs is required. The 3” imag-
ers are the same KEO Scientific design used 
extensively in the field [Grubbs et al., 2018a, 
2018b]. GI/UAF is developing a 2” version of 
the 3” imager design for several projects, in-
cluding ARCS. Initial prototypes in the lab, and 
recent field observation using the proposed de-
tector (Teledyne Prime BSI Express), indicate 
the imager system will exceed specifications 
for ARCS. The enclosure has also been proto-
typed and thermal tested at cold (-40°C) and 
warm (+20°C) external operating temperatures 
and maintained the required internal thermal 
environment. While TRL is typically applied to 
space flight instrumentation we characterize the 
main components of the GBO as: (1) 3” Imager 
design TRL 9, (2) 2” Imager design TRL 5, (3) 
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Enclosure TRL 5, and (4) ICA all components 
are TRL 9 COTS. For the 2” imager design we 
will use GI/UAF and phase A funding to final-
ized an engineering model and operate it dur-
ing the 2021/2022 auroral observing season, 
which will bring its TRL to 7 or greater by the 
time of PDR. For the Enclosure, an engineering 
model will be built and also operated during the 
2021/2022 season, with thermal loads match-
ing our expected GBO loads, again bringing the 
TRL to 7 or greater by PDR. 

GBO Environmental Effects. The major en-
vironmental effects on the imager performance 
in the GBOs are 1) obscuration due to moisture 
inside or outside the dome, and 2) high or low 
temperature operating environment. Interior 
moisture control is accomplished with forced-
air into the interior of the domes using redun-
dant box fans and ducting. This is used at many 
remote observing sites to good effect. The ther-
mal environment within the enclosure is driven 
by the requirements to keep the instruments and 
electronics within their operational temperature 
range, and specifically to keep the detector op-
erating temperature cooled to provide optimal 
performance. This translates to a thermal range 
of +5 to +25 °C when the external temperature 
ranges from -50 to +20 °C. Successful tests of an 
engineering model enclosure are described be-
low. A final environmental effect is obscuration 
due to clouds. We have included a broad-band  
low-resolution sky camera to each site that will 
take an image every 60 s. When returned to the 
GBOC these images are used to assess the sky 
conditions at that site.

GBO Expected Performance. Table E-9 
shows the expected performance of the imag-
ers to meet their measurement goals. For all key 
parameters we are exceeding the requirements.

E.3.4.3 GBO ConOps and Modes
The primary function of the GBOs is to col-

lect optical data from the imagers, and for sites 
with eTOMS transmitters, to transmit during 
overpasses. After each night of image collec-
tion, there is a significant volume of data col-
lected on each camera computer, and a signifi-
cant amount of the non-imaging periods will be 
involved in moving the data to multiply redun-
dant storage. Each GBO imager will have three 
operating modes: Idle, Survey and Burst. The 
imagers collect data when the solar elevation 

angle (SEA) is <-6° and are in Idle Mode when 
SEA >-6° .  The imagers operate in Burst Mode 
(Table E-9) during ARCS Science Passes over 
Alaska, otherwise they operate in Survey Mode 
(0.2 frames/s). The start and stop times of Burst 
mode is given in Table E-2.

Off-Season/eTOMS Only. During the off-
season each GBO will not be completely pow-
ered off. The GBO PC will remain operational 
as will the Iridium modem. The GBO will con-
tinue to operate the eTOMS transmitters dur-
ing the daily ARCS science passes over Alaska. 
The PC will primarily monitor thermal environ-
ments and implement cooling options if needed.  

Data Management. After the end of each ob-
servation night, and following calibration data 
collection, the ICA PC will begin the transfer of 
data from each imager computer to two classes 
of storage – transfer storage and resident stor-
age – both of which have redundant drives. The 
ICA PC will pull from each camera sequen-
tially. Data on the camera computers are only 
deleted once the images are confirmed on the 
redundant storage. Thumbnails of a small image 
subset will be available over low speed internet 
to assess the data for each ARCS pass. We an-
ticipate that most sites will not support network 
that will be sufficient to transfer the Burst data 
in even a 24 hour period, therefore transfer of 
the full resolution data will be accomplished by 
using a local caretaker to swap one of the set 
of redundant transfer drives on a regular basis 
(nominally every two weeks) and ship the full 
drives back to UAF/GI for upload to the GBOC. 

Each site will maintain enough storage to save 
a full winter season’s worth of images. 

Local caretakers. The GBOs are designed to 
be mostly autonomous, although some opera-
tions require human intervention. For example, 
caretakers will be responsible for removing 

Table E-9: GBO Expected Performance

 Frame 
Rate (Hz)

Max Pixel Scale 
at 110 km at 40° 

from Zenith

Min Sensitivity 
(Rayleighs)

Req Perf Req Perf Req Perf

BLC 8 15 0.5 km 0.46 km 250 150

GLC 8 15 0.5 km 0.46 km 250 200

8LC 8 15 0.5 km 0.46 km 250 210

RLC 0.5 2 0.5 km 0.46 km 50 18

Min Sensitivity for BLC, GLC and 8LC are for 8Hz
Min Sensitivity for RLC is for 0.5 Hz
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snow from the domes that is obscuring the im-
agers. We have budgeted funds to hire a local 
caretaker to accomplish these tasks. 

Error management. Errors will be moni-
tored using telemetry from the imagers, imager 
computers and thermal and UPS monitors. For 
many errors, power cycling will resolve the is-
sue, and we will develop scripts to be initiated 
either automatically during Burst mode ops or 
manually by an operator at the GBOC during 
other modes. In the case that the scripts do not 
resolve the error, further troubleshooting can be 
done remotely or with the help of the local care-
takerto resolve problems.

E.3.4.4 GBO Imager Calibration
Each imager will require an intensity calibra-

tion and a geometric calibration to achieve ac-
curate maps of the auroral precipitation. Accep-
tance testing of all imagers confirms that both 
light sensitivity, field of view, and resolution 
meet requirements, and serves as an initial cali-
bration. More accurate calibrations are accom-
plished after the imagers are deployed, using 
stars observed during quiet auroral periods. As 
described in Grubbs et al. [2016], several cata-
logs describe the magnitude and spectral type 
of most bright stars. By matching the observed 
intensity to the predicted signal of the stars’ 
spectral types as observed in the bandpass for 
the imagers filter for multiple stars produces the 
best estimate for the imager calibration. Varia-
tions in this calibrated gain can be tracked by 
observing a few bright stars over the season and 
the course of one observing night. This can in-
form us of changes in camera performance or 
changes in atmospheric conditions during ob-
servations. Geometric calibration uses the same 
star catalogs which define the stars position to 
arc-second accuracy. Matching the observed 
position of multiple stars (20 to 50) vs their ex-
pected location is used to create a map of the 
azimuth and elevation of each pixel in each im-
ager to sub arc-minute resolution, sufficient to 
map the center of a pixel to sub-km accuracy. 
The software for both calibrations exists and for 
ARCS the only development is to improve the 
automation of the routines to reduce the hands-
on requirements for the large number of sites. 

E.3.4.5 GBO Accommodations
There are two primary requirements for the 

enclosure: 1) maintain an internal operating 
temperature over a wide range of external tem-
peratures and 2) transportability by air using 
Cessna Grand Caravan aircraft. We engaged a 
team of senior mechanical engineering students 
at UAF and mentors from UAFs Cold-Climate 
Housing Center to fabricate and perform tests 
on a design for an ARCS enclosure based on our 
extensive field experience and past enclosures.

Mechanical. Figure E-21 shows the current 
design: 4’ by 8’ ground footprint, 8’ tall. We 
make use of structural insulated panels (SIPs), 
with a 2-inch layer of insulating foam to pro-
vide structural integrity and the correct level of 
insulation. Each panel is wrapped and sealed 
with membrane prior to assembly in the field. 
The panels fit through the cargo door of a Grand 
Caravan. In the field the panels are held together 
with metal braces, and the membrane surfaces 
are bonded together to make a hermitic seal.

Siting of the enclosures requires a clear field 
of view above 50° elevation (80° FOV) as 
viewed from the top of the enclosures, and min-
imal intrusions into the field of view above 30°  
elevation (120° FOV). In many rural Alaska 
sites the best location for clear views, as well as 
providing a stabilized foundation, is at state-run 
airports, and we have submitted 18 applications 
for placing our GBO enclosures at such sites.

Figure E-21. Prototype GBO Enclosure during 
cold testing.

Figure E-21. Prototype GBO Enclosure 
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Thermal. The most demanding thermal re-
quirement is cooling the enclosure when ex-
ternal temperatures exceed 0°F (-18°C). The 
insulation needed to survive -50°C conditions 
means that heat loss through the walls is lower 
when external temperatures rise and the internal 
temperatures risk exceeding their limits. Testing 
of a commercial heat exchange system designed 
for domestic use shows that it can dump ~1kW 
of excess heat and maintain operating tempera-
tures when outside temperatures reach 20°C, 
while not introducing external humidity which 
might risk frosting of the observing domes. For 
cold operation we include make-up heaters with 
sufficient power to maintain enclosure tempera-
ture even if the control electronics are powered 
off.

Observatory Control. The central control 
of the ICA is a dedicated PC running Linux. 
The PC sets the local virtual private network 
that connects via giga-bit network to the im-
ager computers and other IP based components. 
A GPS receiver will be coupled with the open 
source Network Time Protocol (NTP) software 
for Linux to set the system time to sub msec ac-
curacy. The PC will then act as an NTP server 
for the imager computers which will synchro-
nize their times just prior to swarm overflight. 
This will provide absolute timing between each 
camera to a few msec, less than the 67 msec 
per frame when operating at 15 frames/s. The 
ICA PC also hosts a USB 3.0 hub for attaching 
a set of redundant storage and transfer drives. 
Management of these drives is described in 
§E.3.4.3. The internal and external tempera-
tures of the GBO enclosure will be monitored 
every minute, recorded locally and telemetered 
back to the GBOC as part of the health and sta-
tus telemetry. 

Communications. Each site will have re-
dundant communications systems. In all cases 
we plan to use an Iridium modem as a failsafe 
method for confirming and monitoring GBO 
status. The cost of transmitting quick-look im-
ages is prohibitive on this service. The primary 
network option will depend on the specific site. 
At sites with local 4G or 3G access, we will 
contract with providers to use an appropriate 
modem. At sites without local network access, 
we will use a satellite network provider (most 
often Hughesnet in rural AK).

The eTOMS transmitters and processor will 

be accommodated in the equipment rack for 
the ICA. The eTOMS assembly is anticipated 
to occupy a 4U space in the rack, and we have 
set aside a 6U space to accommodate air-flow 
to help maintain thermal stability of the trans-
mitters. The processor will be attached to the 
local VPN with a unique IP that can be accessed 
via either the Iridium or satellite/4G modem. 
We will allocate 4 outlets on the network power 
switches so that individual components can be 
power cycled as needed. Two coax cables will 
be routed through the same access as the GPS 
and satellite network antennas. The patch an-
tenna will be mounted externally by an APL-
provided bracket, and will placed so as not to 
impede the view of the cameras, and approxi-
mately 8 feet from the GPS and satellite net-
work antennas.

For sites that will support the STudent collab-
oration Auroral Radio Experiment (STARE) we 
will also set aside a 6U space in the ICA rack, 
and set aside two outlets on network power 
switches. Coax cables and power to the receiv-
ers will use the same exit port as the eTOMS 
and satellite networks.

Power Management. Each GBO will use lo-
cal utility power to run the site. Rural power can 
be “dirty” and is prone to short-term outages. 
We include a 3000 VA uninterruptible power 
supply (UPS) that will condition the incom-
ing power and also provide up to 20 minutes 
of power for full operations. In the event of a 
power outage during Burst Mode the ICA will 
maintain the Burst Mode operations and then 
gracefully shut down power to the rest of the 
GBO until power is restored. We also include 
several network power strips at each site so that 
power to each component can be controlled in-
dividually.

E.3.4.6 GBO Auroral Image Mosaics & En-
ergy Maps

The ARCS data products will consist of ag-
gregate maps of imagery, <E>, and Q over the 
span of the GBO. Here we describe how the 
individual measurement error expands out to 
aggregated maps, and the tools we use for syn-
thesizing into single distributed maps of infor-
mation. Of particular interest is how the errors 
increase as we move from away from zenith to-
ward the spaces between imagers, and how we 
bridge the different FOVs, especially when a 
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station is inoperable or cloudy. 
Science Data Products. Data from the GBOs 

will be used to produce mosaic maps of auroral 
emissions of the entire GBO extent, <E>, and Q 
(L1.SR-4 & 5).

Data Map Algorithm/Inversion Technique.  
Once a camera has been geometrically cali-
brated with an accurate map of the azimuth and 
elevation of the center of each pixel, standard 
spherical geometry algorithms are used to map 
the intensity of each pixel onto a regular grid of 
geographic latitude and longitude to establish a 
common spatial scale. Each emission is mapped 
based on the typical peak altitude for that emis-
sion. These geographically mapped images are 
then converted to geomagnetic coordinates so 
that their intensities can be compared by shift-
ing their maps to line up along magnetic field 
lines, based on their altitude. 

The technique for inverting the emission in-
tensities to auroral energetic parameters was 
discussed in §D, and is described in detail in 
[Grubbs et al., 2018a, 2018b]. The GLOW elec-
tron transport model is used to produce a library 
of altitude profiles of volume emission rates 
for a set of auroral electron distributions span-
ning a wide range of <E> and Q. These profiles 
are then height-integrated to produce surface 
brightness, and ratios of the brightness.The re-
sulting look-up table is used to convert the mea-
sured intensity and ratios from the mapped im-
ages to estimates of <E> and Q for each pixel 
(Fig. D-7).

Map Resolution. We anticipate two main 
uses of the imagery from the GBOs. The first 
is to compare the location of boundaries of the 
intensity of auroral emissions with features in 
the in-situ data. With ARCS the improved reso-
lution and ability to sample the same boundary 
up to 4 times, especially in dynamic conditions, 
will further inform us of the relationship of 
the auroral forcing and ionospheric response. 
Clearly for these studies the best resolution pos-
sible is desired. At 0.5 km per pixel or less at 
110 km altitude we will create intensity maps 
of all imagers at 0.25 to 0.5 km resolution in 
the region within 40° of zenith. The second use 
of imagery is the inversion to auroral energetics 
(<E> and Q). These are primarily to be used as 
input to the data assimilation models described 
extensively in §D. The resolution of these mod-
els is on the order of 1 km, so the inversion al-

gorithms will produce energetics maps with 1 
km grid size. 

Map Uncertainties. Uncertainties in the 
GBO maps to be produced for ARCS fall into 
two broad categories of intensity and geomet-
ric uncertainties. The intensity uncertainties are 
further broken down into two types – random 
and calibration. The impacts of random uncer-
tainty occur when auroral intensities are low 
and result in a “mottled” reproduction of the arc 
parameters (Fig. D-23). For these low energy 
flux events, the arcs are typically less dynamic, 
and co-adding of images can be used to reduce 
the random noise. Calibration uncertainties may 
cause shifts in the estimates of auroral energetic 
parameters (<E> and Q). Regular star calibra-
tions of the imagers confirm the calibration and 
alert us to issue of changes in detector perfor-
mance. We will monitor the overall sensitivity 
of each camera by observing a bright star every 
night and look for changes in measured intensi-
ty. This calibration product is stored along with 
the data. 

At magnetic zenith all emissions imaged from 
an auroral arc are concentrated within the width 
of the arc. Observations at angles oblique to 
magnetic zenith produce geometric uncertain-
ties. At oblique angles the altitude profile of the 
aurora emissions is spread out when an image 
is mapped, and the apparent width of the arc is 
typically greater than the true width. This has 
two consequences. In terms of mapping the au-
roral intensities the position of an arc bound-
ary is shifted. The intensity of the oblique view 
is also spread out over a wider area and so the 
conversion to <E> and Q is affected by the 
change in apparent intensities. The magnitude 
of the uncertainty is a complicated function of 
the obliquity angle and the arc geometry, but the 
magnitude is reasonably approximated by a co-
sine function of the oblique angle (Fig. D-23). 
This is one key reason we have maintained 
close GBO site spacing to reduce the impact of 
the oblique geometry uncertainties. 

A third uncertainty is also introduced when a 
station is non-operational or is clouded out. The 
choice of a dense array of GBOs is in part driv-
en by the desire to provide some redundancy in 
the precipitating electron characterization. If a 
station is not available, we can make use of the 
designed field of view of the cameras, which is 
much wider than 40° from zenith, to observe 



E-37

Notice: Use or disclosure of the proprietary and competition sensitive material on this page is subject to the 
proposal title page restriction.

AURORAL RECONSTRUCTION CUBESWARM

auroral forms over adjacent sites. This is shown 
in Figure E-22, which is a mosaic made from 
four cameras operating in NE Alaska in March 
of 2014. Three cameras denoted by the blue 
circles show the full 160° FOV (wider than the 
proposed ARCS FOV), while the camera at Ve-
netie (red circle) is limited to 40° from zenith. 
The figure shows how individually mapped im-
ages, or auroral energetic parameters like those 
shown in Figure D-7, are stitched together. It 
also illustrates that even if one site (e.g., Vene-
tie) was not operating, the arc position over Ve-
netie would still be inferable, though with less 
certainty, from neighboring cameras, or by in-
terpolating between the adjacent cameras.

E.3.5 Instrument Control Electronics (ICE)
E.3.5.1 ICE Requirements

The ICE is the central instrument data proces-
sor for ARCS (FO1-E). The ICE consists of a 
digital controller board for handling all com-
mand and data processing, a low voltage power 
supply (LVPS) board for regulated secondary 
power distribution, a high voltage power sup-
ply (HVPS) board for generating the STA MCP 

bias voltages, and an interconnecting backplane 
(Table E-10). The controller board is full size 
while the LVPS and HV boards are half size 
cards (FO1-E).

E.3.5.2 ICE Instrument Design
ICE Electronics & Data Processing. The 

ICE box LVPS receives unregulated 12V and 
generates the +8V, +5V and +3.3V used by the 
science instruments and contains linear regula-
tors for the lower voltages used internally. Inde-
pendent switches for MAG, eTOMS and STA 
are incorporated with voltage and current limit-
ing. 

 The ICE Controller contains the science 
FSW, and interfaces with the Avionics C&DH 
to receive commands and timing information 
used for instrument control and data process-
ing. Data is compressed, formatted into time 
tagged CCSDS packets distinguished by APID, 
and transferred to the C&DH for storage in the 
4GB Avionics memory awaiting transmission to 
the ground. The ICE receives a time message 
consisting of the time at the tone and a PPS in-
dicating the second boundary from the C&DH. 
The ICE then distributes the PPS to the MAG 
and eTOMS to allow synchronization and data 
time stamping (STA time stamping occurs in 
the ICE). As shown in FO1-E, the heritage de-
signed controller board contains an FPGA with 
a processor core and interface logic, non-vola-
tile MRAM for boot and FSW, and 256MB of 
SDRAM memory for temporary buffering of 
data. The soft processor core is a fault-tolerant 
LEON3FT, a 32-bit microprocessor core based 
on the SPARC-V8 architecture.

The controller powers the instrument switches 
by sending a command to the LVPS. STA and 
eTOMS are powered on only for each science 
pass while MAG is powered continuously. The 
STA power switch controls power to the STA 
analog electronics on the controller, the STA 

Table E-10: ICE Accommodations

Key Characteristics

HV Output -2.2 kV

LV Outputs 3.3V, 5V, 8V

Mass 1.8 kg

Power 5.1W

Volume 9 x 13 x 5 cm

Operating Temperature -20 to +40° C

Survival Temperature -30 to +50° C

Figure E-22. Map of auroral activity from four 
sites, three in blue that make up the bulk of the 
map, and one, Venetie, AK, in red with the reso-
lution expected for ARCS. The remaining cir-
cles, in green are a subset of the proposed ARCS 
GBO sites. The figure illustrates the advantage 
of dense array of multiple high-resolution im-
agers, but also shows the graceful degradation 
by collecting a wide-field image at all the sites.

Figure E-22. Map of auroral activity from four sites
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preamps in the sensor heads, and the HVPS. 
The ICE controls the HV output to the STA 
MCP with a dual protected command sequence 
to ensure HV does not inadvertently come on. 
The HV is enabled by the controller DAC and 
a reference voltage is then sent to give a slow 
ramp up to the MCP HV allowing a limited 
turn-on for ambient verification purposes. 

On-orbit the MCP HV is disabled and the STA 
power switch is turned off at the end of science 
mode. The ICE controls the STA sweep syn-
chronizing the start to the PPS and provides a 
DAC output to the analog section for routing to 
the sensor heads. STA preamp outputs received 
from the sensors are accumulated and binned by 
energy and position. The STA gate is controlled 
by comparing incoming particle count rates to a 
programmable Threshold (§E.3.1). 

ICE Flight Software. Four FSW builds are 
planned: 1) interface development (Phase B); 
2) EM version (PDR to CDR); 3) FM version 
(CDR to SIR); and 4) Pre-launch and commis-
sioning (SIR through end-to-end testing and 
commissioning). A test bed consisting of the EM 
ICE, EM instruments, and an avionics simulator 
is maintained at the UNH SOC for verification 
of new command sequences and uploads, FSW 
support, and anomaly investigation as needed.

ICE Heritage and TRL. The ICE box con-
sists of a digital Controller board, a LVDS 
board, a HVPS board, and an interconnecting 
backplane; this is a low-risk development for the 
ARCS program due to the space flight heritage 
of the ICE design at the component and board 
level. The design and manufacturing processes 
to be utilized at SwRI for the ICE box also has 
extensive space flight hardware heritage and is 
at TRL 6. 

The digital Controller board and FPGA design 
are based upon the similar flight MMS Central 
Data Processing Unit (CDPU), with the addi-
tion of the STA analog and FPGA control logic, 
which is derived from the STEREO/PLASTIC 
flight design. The LVPS design is based upon 
the DC-DC converter from the flight Firebird I 
and II cubesat designs. The design heritage for 
HVPS designs includes MMS, STEREO, and 
IBEX; the HVPS design for the STA is based 
upon the MMS/EDI HVPS.

E.3.5.3 ICE S/C Accommodations
The ICE is shown in FO2-B. There are no spe-

cial requirements on viewing or location on the 
satellite due to compact nature of the ARCS sat-
ellite. The ICE design must allow for all electri-
cal connection and interface with STA, MAG, 
eTOMS and the S/C while minimizing overall 
footprint and mass.

E.4 Data Sufficiency
Data Quality: The quality and quantity of data 

has been carefully assessed and quantitively 
studied using ARCS Observing System Simula-
tion Experiments (OSSEs). The ARCS OSSEs 
demonstrate the sufficiency of the ARCS mea-
surement to achieve science closure (§D).

The data quality for each instrument meets 
their respective L1 science requirements (Table 
E-1). This is demonstrated in our discussion 
of instrument calibration, expected instrument 
performance and error analysis associated with 
the science data products produced using the 
instrument data (§E.3.1-4). §D.4-7 demonstrate 
how these science data products provide sci-
ence closure of the ARCS SOs.

Data Quantity: The ARCS SOs will be met 
through validated case study analyses of Scen2 
and Scen3 observations backed by the statisti-
cally plentiful Scen1 data quantities, as detailed 
in §D.4). The 3x/day ARCS science passes over 
the 2-year mission result in over 2000 science 
passes. §D.2.2 and §D.4-7, demonstrate how 
the different science passes and the 3 types of 
observing scenarios build upon one another to 
meet all ARCS SOs. Together, the ARCS mis-
sion provides an unprecedented view of the pre-
magnetic-midnight sector aurora. As an exam-
ple, we show 48 of 96 days of clear-sky auroral 
viewing in Alaska at 10 UT during a similar 
phase in the solar cycle (Fig. E-23). The 96 days 
indicate about 40% of the nights have clear or 
mostly clear skies, in agreement with the arctic-
based cloud occurrence studies by Shupe et al., 
[2006]. All these data will be used to produce 
the data maps that meet the L1 science require-
ments, that combined with detailed case studies, 
analysis using the ARCS modeling framework 
(§D.6.4) and ML approaches (§D.6.5 and App. 
L.14.2.4), provide closure of the ARCS SOs. 

High End Computing (HEC) Requirements: 
Case study model simulations conducted with 
GEMINI and GITM will be very high resolu-
tion and require meshes of up to hundreds of 
millions of grid points. These will be conducted 
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for a large number of Scen3 crossings (~50-75), 
and thus will require use of NASA’s HEC sys-
tem. We anticipate a total of about 90 million 
core hours (65M GEMINI, 25M GITM) and 
about 20 TB of storage will be required over 
the course of the mission (simulation data will 
periodically be transferred to storage at ERAU 
and, eventually, the SOC). The total number of 
SBUs required is ~3.3 million SBUs, needed al-
most exclusively during Phases E-F. 

E.5 Data Plans
E.5.1 ARCS Data Management

The ARCS Data Management Plan (App L.5) 
will follow and adhere to the NASA Plan for 
Increasing Access to the Results of Scientific 
Research (2015) and the NASA Heliophysics 
Science Data Management Policy (2016). The 
raw data will be pipeline-processed to create 
data products in physical units designed for sci-
entific analysis. The ARCS team is committed 
to fast, easy data access. The team will facilitate 
community access by developing an interactive 
webpage modeled after the Swarm-Aurora page 
developed by the University of Calgary group 
that allows users to explore the full variety of 
ARCS data products, as well as supporting 
documentation, ancillary data, and algorithm 
descriptions. In addition to the validated data, 
the web interface will also provide quick-look 
images of CubeSwarm and GBO data for early 
event identification. The data will be archived at 
the NASA Space Physics Data Facility (SPDF) 
using Common Data Format (CDF) files for the 
CubeSwarm data and FITS files for GBO data.

The definition of the data levels are shown in 
Table E-11. Over the 2-year mission, there are 
3.05 TB of satellite Level 0 data and 660 TB of 
GBO Level 1 data (raw data for GBO is Level 1 
data). Table E-13 lists the data products and the 
schedule for data processing and delivery.

E.5.2 ARCS Data Processing Flow
The data processing is led by the ARCS SOC 

located at UNH, which incorporates data from 
the GBO Science Operations Center (GBOC) 
located at UAF/GI (§F.2.7.9). A simplified data 
flow diagram is shown in Figure E-24. For Level 
1 through Level 3 data processing, there are two 
parallel processing chains. The SOC processes 
all data from the CubeSwarm while the GBOC 
processes all data from the GBOs. The Level 3 
Q and <E> maps are then transferred from the 
GBOC to the SOC. ERAU retrieves Level 3 
data from the SOC (both CubeSwarm data and 
GBO data) and uses them as data inputs to their 
model to generates survey model output (“Data 
Cubes”) of ionospheric plasma, electron, and 
neutral parameter at 5 s cadence for each pass. 

Figure E-23. 48 of at least 96 different days at Poker Flat, Alaska with auroral cloud free all sky 
images at 10 UT during the 2014-15 Winter Season. The ARCS array is shown in pink. Clear and 
mostly clear skies occur approximately 40% of the time over Alaska [Shupe et al., 2006].

Table E-11: Definition of Data Levels

Data 
Level Data Level Definition

Level 0 Raw telemetry stream, but time ordered.

Level 1 Time ordered, decompressed and quality checked with 
duplicate data removed and GBO Raw Data

Level 2 Calibrated data from individual S/C converted into physical 
units and Calibrated GBO Data

Level 3 L1 Science Requirement maps (Table E-1), ARCS modeling 
and ML results.

Level 4 Products such as Peer Reviewed Publications

Figure E-23. 48 of at least 96 different days at Poker Flat, Alaska
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The modeling results are returned to the SOC 
where they can be displayed and accessed along 
with the data. Similarly, UCLA takes the mod-
eling results along with the CubeSwarm and 
GBO Level 3 data, and uses these to produce 
reconstructed maps of flows, field aligned cur-
rents, and convection electric fields using Ma-
chine Learning techniques. These maps are also 
transferred to the SOC for display and access. 
All data are then archived at the NASA archive.

Individual instrument teams are responsible 
for both ground and inflight calibration, as de-
scribed in the individual instrument sections, 
and for delivering updated calibrations to the 
SOC for use in processing. The instrument and 

son’s data. Local personnel send the full-reso-
lution data every two weeks. Sub-sampled, low 
resolution image data are available in near real-
time from each station, and are forwarded from 
the GBOC to the SOC. In addition, quick-look 
products using low-resolution data from all sta-
tions are calculated and forwarded to the SOC. 
The Level 3 geo-located energy flux and aver-
age energy maps are sent to the SOC for use 
in the event analysis and modeling. Calibrated 
images may also be sent to the SOC for special 
cases, but the bulk of the raw and calibrated im-
ages remain at the GBOC where they are made 
available for download.

Table E-12: ARCS data product summary and delivery schedule 

Data Product (Responsible Person) Level Data Vali-
dated Data Posted    Location

CubeSwarm: Instrument and Spacecraft Raw Data (MOC, Redfern) 0 N/A N/A MOC

GBO: Raw Imagery and Housekeeping (GBOC, Hampton) 0 N/A N/A N/A

CubeSwarm: Time-Ordered Calibrated Data (SOC, Ellis) 1 1 Day 1 week SOC

GBO:  Raw Imagery and Housekeeping (GBOC, Hampton) 1 6 Weeks 4 weeks GBOC

Ancillary Data: Attitude, Empheris, Calibration Tables (SOC, Ellis) 1 1 Day 1 week SOC

STA:  Calibrated plasma flow velocity vector time series and maps (Kistler) 2 2 Months 2 Months SOC

MAG: Magnetic Field Perturbations in Geomagnetic Coordinates (Vines) 2 2 Months 2 Months SOC

eTOMS: Scintillation and TEC data converted to ionospheric pierce point (Nikoukar) 2 2 Months 2 Months SOC

GBO: Multi-spectral Auroral Imagery (Hampton) 2 2 Months 2 Months GBOC

STA: Maps of plasma flow fields (Lynch) 3 4 Months 4 Months SOC

MAG: Maps of field-aligned currents (Anderson) 3 4 Months 4 Months SOC

eTOMS: Tomographic reconstructions of Ionospheric Electron Density (Nikoukar) 3 4 Months 4 Months SOC

GBO: Multi-Site Mosaic Images of Aurora (Hampton) 3 4 Months 4 Months GBOC

GBO: Maps of characteristic energy and total energy flux (Hampton) 3 4 Months 4 Months SOC

Machine learning data assimilation products (Bortnik) 3 6 Months 6 Months SOC

Model Based Science Data Product: FRAMBOISE Model Outputs (Zettergren) 3 6 Months 6 Months SOC

Peer Reviewed Papers, Report (all) 4 N/A As Produced N/A

Figure E-24. Data processing pipeline.

science teams are responsi-
ble for providing algorithms 
to the SOC for the produc-
tion of Level 2 and Level 3 
data products, and for vali-
dating the products (Table 
E-12).

The GBO creates large 
volumes of data at remote 
locations. Most GBO sites 
have insufficient network 
bandwidth to send full reso-
lution video-mode data back 
to the GBOC. Each GBO 
is equipped with sufficient 
storage to support a full sea-

Figure E-24. Data processing pipeline.
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E.5.3 Resources
The ARCS SOC lead has a 50% LOE during 

Phase B and C, and then increases to full time 
18 months before launch to finalize pipeline 
processing. A full-time website developer starts 
one year before launch. Each of the instrument 
teams has ~50% LOE in B-D supporting algo-
rithm development and processing software. 
After launch, a full-time data-tech manages the 
pipeline process. The website developer contin-
ues for 1 year. The SOC lead supports the pipe-
line processing at 50% LOE, and transitions 
down to 25% LOE over a year. Each of the in-
strument teams has 50% LOE support for data 
validation, software updates and calibration 
updates. In addition to the co-I support, each 
major institution also has a post-doc to support 
preliminary analysis of data and publication 
of results. A large server, capable of handling 
3 PBytes of data is included in the SOC costs 
($120k).

For the GBOC, a project manager has 25% 
time during Phases C and D to ensure compli-
ance with requirements. A systems program-
mer is funded at 50% for late Phase C and all of 
Phase D to produce the data ingestion system, 
and prepare the telemetry monitoring system 
with the GBOs. Storage for the full 3 PBytes 
of anticipated GBO raw and processed data is 
handled by a server, and tape storage hardware, 
and processing is handled by three dedicated 
multi-processor Penguin computer nodes for 
the Chinook HPC at the GI’s Research Comput-
ing System group, and are all included in the 
GBOC costs ($500k, including maintenance 
and storage fees for the entire mission). Pro-
cessing algorithms for the L1 to L3 processing 
is handled by two dedicated full-time students 
and one post-doc at UAF.

E.6 Science Team
The ARCS science team (Table E-13) includes 

leading experts in auroral physics, space instru-
mentation, instrument calibration, data analysis, 
machine learning, data assimilation and model-
ing. All team members have specific roles and 
responsibilities, and share a joint responsibility 
of excellence, teamwork and collaboration. The 
team includes a mix of early, mid and late career 
experts.

The ARCS collaborators from the U of Cal-
gary are funded by the Canadian Space Agency 

and from UAF/GI (M. Conde) by NASA and 
NSF grants.

The ARCS science team, instrument leads and 
their team will support the design, build, cali-
bration and develop algorithms used to produce 
data products. After launch, the teams will per-
form instrument characterization; produce the 
data products; and analyze data.  The modeling 
team use a suite of models to assimilate these 
data into an auroral system wide perspective.

E.7 Plan for Science Enhancement Options 
The SEO stand-alone justification and cost 

plans are provided in §K.

E.7.1 SEO-1 Aurorasaurus
Aurorasaurus [MacDonald et al., 2015] is a cit-

izen science initiative that tracks auroras around 
the world via reports on the Aurorasaurus web-
site, mobile apps, and social media [Case et al., 
2016]. ARCS’s auroral images and multipoint 
measurements will captivate the public over the 
next solar maximum, joining exquisite amateur 
images of the same events to comprise a path-
finder science enhancement opportunity (SEO) 
as one of the first flight missions to include 
citizen science by design. The ARCS science 
missions and auroral observations occur at the 
same time, every day, over the same location in 
Alaska. The two other daily ARCS science pass 
locations will be publicized in advance, provid-
ing opportunities for citizen scientists participa-
tion. The ARCS science passes extend down to 
45° geographic latitude. Although outside of the 
GBO network, it will provide opportunities for 
a larger part of the public to engage in Auro-
rasaurus and ARCS.

E.7.2 SEO-2 Guest Investigator Program
The ARCS data set provides a new view of the 

distributed system science of the ionosphere.  It 
is exciting to consider the many different sci-
ence questions that are addressable with both 
the primary data base, and other potential stud-
ies accessible from the existing mission design.  
These include data collected over equatorial 
latitudes or southern hemisphere auroral zone 
crossings, data captures over Scandinavian 
assets such as MIRACLE and Eiscat3D, day-
side auroral zone studies, and technology stud-
ies of S/C charging on CubeSats with propul-
sion. Following the lead of the MMS mission, 
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we propose a Guest Investigator SEO focused 
on early-career scientists. We will look for new 
directions and new uses of the ARCS platform, 
including both (a) novel uses and analyses of 
the primary ARCS database, and (b) data collec-
tions in addition to our nominal “three nightside 
northern auroral crossings per day”, that make 

Table E-13: ARCS Science Team Roles

Science Leadership Years from Ph.D Roles and Responsibility LOE (%) 
B-D/ E/ F

Kristina Lynch, Dartmouth 29 PI; Mission leader, science plasma flow maps 50/85/67

Marilia Samara, GSFC 16 Deputy PI; GBO auroral data products and science 50/64/20

Robert Erlandson, APL 35 Project Scientist; Level 1-2 Req, MAG Science 60/50/50

Co-Investigators Roles and Responsibility

Brian Anderson, APL 34 MAG Lead, Field aligned current map product 40/75/50

Sarah Vines, APL 5 MAG Instrument calibration and data analysis 40/75/50

*Rumi Nakamura, IWF 31 MAG Science-Auroral Electrodynamics, data analysis 5/30/20

*Werner Magnes, IWF 22 MAG Instrument calibration and science 30/10/5

Lynn Kistler, UNH 34 STA Lead, Instrument calibration and data analysis 44/50/37

Chris Mouikis, UNH 28 STA Data Analysis, SOC Science lead 44/50/50

Roy Torbert, UNH 42 STA Science, Science Advisor 1/6/0

Romina Nikoukar, APL 11 eTOMS Lead, 3D Electron density data product 40/75/50

Jim LaBelle, Dartmouth 36 Student Collaboration Lead, eTOMS Science 5/16/20

Don Hampton, UA/GI 25 GBO Lead, imagery calibration, mosaic data product 30/55/33

Robert Michell, GSFC 14 GBO imaging inversion and auroral morphology 18/32/10

Matt Zettergren, ERAU 12 Modeling Lead: FrAMBOISE – Geospace System Models 50/50/50

Shasha Zou, UMich 12 Global Ionosphere/Thermosphere Model 13/34/25

Meghan Burleigh, NRC 3 GEMINI: Geospace Env Model of Ion-Neutral Interactions 50/50/50

Kshitija Deshpande, ERAU 7 Modeling: SIGMA Model and scintillation analysis 21/21/21

John Lyon, Dartmouth 49 Modelling: LFM Model, Modeling Advisor 0/2/0

Jacob Bortnik, UCLA 17 Machine Learning & Data Assimilation Advisor 8/8/8

*David Knudsen, Calgary 31 Combined data analysis, auroral theory 10/20/20

Liz MacDonald, GSFC** 17 SEO-1 Aurorasaurus Lead (if Selected) 2/23/17

Collaborators Roles and Responsibility

*Johnathan Burchill, Calgary 18 STA Science, Data analysis 10/25/25

*Mark Conde, UAF/GI 30 Ground-based neutral wind observations -/-/-

*Meg Gillies, Calgary 9 Ground-based auroral imaging analysis 5/20/5

*Eric Donovan, Calgary 28 Ground-based auroral imaging observations 5/20/5
*Non NASA Funded Co-I or Collaborator, **SEO-1 Lead (not a Co-I)

use of the rich ARCS mission but do not require 
rearrangement of the nominal ARCS S/C ar-
ray. These may, however, entail data collections 
in addition to our nominal Scenario1/2/3 col-
lections as viable within our existing resources. 
Four 3-year GI studies will be chosen, to over-
lap with Phase E/F.
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